LATVIA UNIVERSITY OF AGRICULTURE
FACULTY OF INFORMATION TECHNOLOGIES

' = — Fj 7 =
m Nl e
i1 '4 \Ee 1S '3

(LU Il

APPLIED INFORMATION AND
COMMUNICATION TECHNOLOGIES

PROCEEDINGS
OF THE 4-th INTERNATIONAL SCIENTIFIC CONFERENCE
ISBN 978-9984-48-022-0
JELGAVA, LATVIA, APRIL 22-23, 2010

ToT CAVA D010



Organizing Commitee
Chairman:
Assist. Prof. Egils Stalidzans, Latvia University of Agriculture

Members:
Assoc. Prof. Aleksandrs Gailums, Latvia University of Agriculture

Mg.sc.ing. [lona Odzina, Latvia University of Agriculture
Mg.sc.ing. Ivars Mozga, Latvia University of Agriculture
Mg.sc.ing. Andrejs Zujevs, Latvia University of Agriculture
Mg. math. Anna Vintere, Latvia University of Agriculture
Bc.sc.ing. Dace Stepina, Latvia University of Agriculture
Nauris Akmenlauks, Latvia University of Agriculture
Scientific advisory board
Prof., Dr.sc.ing. Irina Arhipova, Latvia University of Agriculture, Latvia
Prof., Dr.sc.phys. Uldis Iljins, Latvia University of Agriculture, Latvia
Prof., Dr.hab.sc.ing. Peteris Rivza, Latvia University of Agriculture, Latvia
Assoc. Prof., Uldis Smilts, Latvia University of Agriculture, Latvia
Assoc. Prof., Dr.sc.comp. Rudite Cevere, Latvia University of Agriculture, Latvia
Assoc. Prof., Dr.sc.agr. Liga Paura, Latvia University of Agriculture
Assoc. Prof., Dr.sc.paed. Anda Zeidmane, Latvia University of Agriculture
Assoc. Prof. Dr.sc.phys. Uldis Gross, Latvia University of Agriculture
Assoc. Prof. Dr.sc.oec. Aleksandrs Gailums, Latvia University of Agriculture
Assist. Prof., Dr.sc.oec. Liga Ramute, Latvia University of Agriculture
Assist. Prof., Dr.sc.ing. Egils Stalidzans, Latvia University of Agriculture
Prof., Dr.hab.sc.ing. Zigurds Markovics, Riga Technical University, Latvia
Prof. Dr.hab.sc.ing. Jurijs Merkurjevs, Riga Technical University, Latvia
Prof., Dr.sc.ing. Egils Ginters, Vidzeme University College, Latvia
Dr.sc.ing. Juris Vanags, Association of Biotechnology of Latvia, Latvia
Prof. Povilas Domeika, Lithuanian University of Agriculture, Lithuania
Assist. Prof. Algimantas Kurlavicius, Lithuanian University of Agriculture, Lithuania
Assist.Prof. Agris Nikitenko, Riga Technical University, Latvia
Assoc. prof. Dr.sc. Juozas Navickas, Lithuanian University of Agriculture, Lithuania
PhD Ion Petre, Abo Akademi University, Finland
PhD Julio Vera Gonzélez, University of Rostock, Germany

The authors are responsible for the orthography of submitted materials.



APPLIED INFORMATION AND COMMUNICATION
TECHNOLOGIES 2010

Supported by:

2EXIGEN.
services

Photo on Cover: Palace of Jelgava
Author: Martins Mednis



CONTENTS

FOREWORD 9
BIOINFORMATICS AND SYSTEMS BIOLOGY (SUPPORTED BY SYSBIO.LV) 10
Applications of modeling in SYNthetic DIOIOGY ....c.coirieiriiei s 10
Dace Stepina, Egils Stalidzans 10
Bioprocess realtime fault detection and diagnosis based on model and expertise ...........c.ccceveveennee. 18
Sandis Vilums 18
Deterministic simulations of dynamic mathematical model of glycerol cycle and glycolysis.................. 26
Valters Brusbardis, Janis Liepins 26
Structural model of action mecanism of antiischmic drug mildronate............ccccoeveeireneininceeee 27
Olesja Kovalonoka 27
Increasing fidelity of robot simulation results using distributed processes.........ccoevvevevieenecicinieeeee, 32
Vitalijs Komasilovs, Egils Stalidzans 32
Software Tools for Structure Analysis of Biochemical Networks..........c.cooevveinneinncinncrecee, 33
Tatjana Rubina, Egils Stalidzans 33
Structural Model of biochemical network of Zymomonas mobilis adaptation for glycerol conversion into
DIOETNANON ...ttt ettt e e b et e be e st et e estesb e st asb e seeseeseestasaensensensensennens 50
llona Odzina, Tatjana Rubina, Reinis Rutkis, Uldis Kalnenieks, Egils Stalidzans..........c.cccceceevue. 50
Use of sensor group measurements for the bioreactor control adaptation.............ccccooceeeeeienenennne. 55
Jurijs Meitalovs 55
Worklow and taverna myexperiment r@SEaArCN ..........ccoviveivirieieee e 56
Vyacheslav Abramovs 56
MODELLING AND SIMULATION TECHNOLOGIES 60
Hydrogeological model for the prospective underground transport tunnel area in Riga , Latvia........... 60
Aivars Spalvins, Janis Slangens, Inta Lace 60
Istechnology — Meta model based approach to is development, experience and benefits of its usage69
Janis lljins 69
Model of Decision Maker as Optimization Problem for Genetic Optimization Algorithm ........................ 79
Andrejs Zujevs 79
Refining WI-FI based indoor POSItIONING .......ooueiiiiiieiiieie et 87
Gints Jekabsons, Vadims Zuravlyovs 87
Service oriented mine hunting classroom simulation SYStEM ...........ccoivieiiiieirincee e 95
Mikus Vanags, Agris Nikitenko, Martins Ekmanis, lize Andersone, lize Birzniece, Guntis

Kulikovskis 95
ICT IN AGRICULTURE 102
Assessment of Statistical Description, Linear Relationships and Technological Optimization for Sowing
Depth of Winter Wheat as Yield Affecting Factor.........ooovoiieieieeeeee e 102
Dainis Lapins, Gundega Dinaburga, Janis Kopmanis, Andris Berzns 102
Experience of assessment of social economic situation in Latvia.........ccccceeeinecninieinineeeeeee 110
lize Stokmane, Liga Ramute 110
Office automation in rual area origins, development, and current situation............c.coceveeveinrcennne. 116
Aleksandrs Gailums 116




Simulation of the performance of the working elements and their draft resistance in soil using the

MEthOd Of FUNCHONEAI SEIES ..ottt et e et e et e et e e eaaeeeaaeenes 124
Arvids Vilde 124
Simulation the impact of soil humidity on the energy consumption for ploughing .........cccccecvevereinnnen. 132
Arvids Vilde, Adolfs Rucins, Edmunds Pirs 132
ICT IN EDUCATION 142
Information security aspects of e-learning SYStEMS. .......cccooieiiieee e 142
Nauris Paulins 142
Quality model of the curricula of information technology StUdIES ..........coeieiieiireieeeeee, 148
Sandra Sproge, Rudite Cevere 148
Single authorization opportunities for LLU information systems...........ccoeiriveineinnceceeeeee 158
Martins Mednis 158
Support processes of work planning for the department of computer systems .........cccceovveeevireiennnnee. 162
Uldis Vilsons, Ingus Smits, Rudite Cevere 162
The concept of the model for building E-learning System...........coovoioierineieeeeeeeee 169
Romans Sizonenko 169
ICT IN EDUCATION PHYSICS 176
Correlation Analysis of District Heating Pprocesses using Temperature Contour Approach............... 176
Uldis Kanders 176
Experience of Moodle ALE system implementation and comparison with computerized tests and other
CIMS QIBINATIVES. ... e e e e e e s e e et e s e e e e s e e e eeeseeeeeeeena 188
Janis Blahins, Talivaldis Mezis 188
Investigation of Batiotic Parameters in-situ of cultivated Grassland, using Physical Measuring Methods
............................................................................................................................................................................ 195
Arnoldas Uzupis, Kestutis Nemciauskas, Ligita Balezentiene 195
Modelling of new constructions of solar COIECIOrS...........ooiiiiiiii e 200
lize Pelece 200
Stabilized source of VUV-spectra for a novel measuring device of iodine concentrations in atmosphere
and computer models of its deVEIOPMENT ..........c.ccooiiiieeee e 208
Uldis Gross, Janis Blahins, Juan Carlos Gomez Martin, Arnolds Ubelis 208
Thermophysical properties of samples made of the mixture of sawdust and sapropel ........................ 218
Dalia Kasperianaité, Juozas Navickas 218
The use of applied information and communication technology in teaching physics at secondary

SCNOON. . ettt ettt ettt e et e — e e et e et e et e e et e e et e e eaeeaaaeas 224
Andrejs Salzirnis 224
The use of Mathematical Physics in Solving Enineering Problems ...........cccoovieiieneciineceeeeee 225
Uldis lljins, Jurijs Meitalovs, Imants Ziemelis 225
ICT TOOLS AND METHODS 230
Approval of Recognition Algorithms for the Development of the TRACES System ........cccccevvevevnnee 230
Atis Saule 230
Automated multi — measurement system for research of drying processes.........cccoceeeveveveeneneenenes 235
Jurijs Sulins, Andrejs Kostromins 235
Design guidelines of Web information systems for people with disabilities ...........cccceoeineninennne. 242
Gatis Vitols 242
E-government application areas — theory and practiCe..........ccovveirinieininieeeeeeee e 250
Daiga Dumpe 250




How to crack MD5 algorithm using advanced brutE force..........oovvieiiniecieeeeceee e, 256

Rihards Grundmanis 256
Implementation of HACCP procedure using WEB based information system prototype...................... 263
Vitalijs Komasilovs, Aleksejs Zacepins, Irina Arhipova, llona Odzina 263
Is Agile better? Research of STUAIES ... 271
Martins Leitass 271
Multidimensional information analysis using OLAP Pivot tables ... 275
Dmitrijs Borzovs, Sergejs Arhipovs 275
Prediction of mechanical properties of rapid prototyping COMPOSIte.........ccceovereiririeininierereeeene 281
Normunds Jekabsons, Roberts Joffe, Sabine Upnere 281
Programmable MALLEE .........coouiieiiceeee ettt bbbttt ettt se b nes 288
Rihards Grundmanis 288
INDUSTRIAL APPLICATIONS OF ICT 289
Development of microcontroller periherial configuration software............cccooeviveieneciieeeee 289
Mihails Andrejevs, Vitalijs Osadcuks 289
Discrete indicators and touch-panel based human-machine interface...........ccococvveoninenninccnenne. 295
Aldis Pecka, Vitalijs Osadcuks 295
Improving the energy efficiency in dwelling buildings using multi-agents moduls ..........c..cccocoveenenee. 301
Agris Pentjuss, Andrejs Ermuiza, Irina Arhipova, Ingus Smits, Vitalijs Osadcuks...................... 301
Temperature control system for risk minimization in honey bee wintering building............ccccocceeennee. 309
Aleksejs Zacepins, Jurijs Meitalovs, Egils Stalidzans 309
Virtual server infrastructure to improve information systems implementation planning in enterprise .310
Roberts Berzins 310
SEVENTH NORDIC - BALTIC AGROMETRICS CONFERENCE 324
Agrometrics in the Nordic and Baltic countries retrospective and perspectives...........cccoovvveceveeieennenne 324
Anna Vintere 324
Difficulties in learning basic concepts in STAtISTICS .......cccecvireirirere s 329
Daiva Rimkuviene, Janina Kaminskiene, Eligijus Laurinavicius 329
E-learning versus giving lectures of mathematical statistiCs ...........cocoveorinenincccece 335
Eve Aruvee 335
Generalization Of tOEPIIZ WOIAS .........eieuiieiei ettt sttt 336
Inese Berzina 336
Knowledge management for sustainable rural development ..........cooviiieinenecceeeeee e, 341
Algimantas Kurlavicius, Stase Motuziene 341
On traditional and modern organizations oOf STUAIES ..........ccooeieireieieee e 349
Kaarin Riives-Kaagjarv 349
Some aspects of experimental deSIgN..........cocirriieiie e 350
Liga Paura, Irina Arhipova 350
Teaching mathematics USING TI-89 .....c.oo ettt 354
Jiri Lamp 354
Teaching mathematics With Web 2.0.......cooie e 355
Juri Kurvits, Marina Kurvits 355
Mathematics Curriculum Development at Technological University .........ccccoceeeereneceenecieeeeeeen, 360
Jaak Sikk 360
The problem of finite generated bi-ideal equality and periodiCity ...........cccoceveireneiineneceeeeeee 361
Raivis Bets 361




The usage of Ortus Web site in the RTU studies of Mathematics..........cccooeveirinieiiieneiiiceeee 366

Anda Zeidmane, Sarmite Cernajeva 366
The use of virtuak environment for learning mathematics and statistics in the Lithuanian University of

AGFICURUIE ...ttt ettt ettt b e et e e s e et et e st et e st esess e st eseesenseseebenteseesantesessenseseesennas 373
Daiva Rimkuviené, Janina Kaminskiené, Vilija Venckaniené 373
ALPHABETICAL LIST OF AUTHORS 377




FOREWORD

Information and communication technology (ICT) is scientific direction with huge potential
of synergistic influence on number of other scientific branches. Computational power of
currently available hardware and software opens new possibilities in use of computational
methods solving most different tasks.

New opportunities demand also new type of specialists: they have to be interdisciplinary
oriented. Additional scientific branch has to be used to widen the potential of the first
education.

I am glad that this conference highlights applications of information and communication
technologies in different branches thus facilitating interdisciplinary high-tech

implementations in industry.

The collection of international scientific conference proceedings contains 52 reports, 8
abstracts by 100 authors from Latvia, Lithuania, Estonia, Netherlands, Sweden, US. The

reports and abstracts are devided into the following eight parts:

e Bioinformatics and systems biology

e Modelling and simulation technologies
e ICT in agriculture

e ICT in education

e ICT in education physics

e ICT tools and methods

e Industrial applications of ICT

e Seventh Nordic — Baltic agrometrics conference

We are very thankful to all, who were involed in conference preparing.

Chairman of Organizing Committee
Dr.sc.ing.. Egils Stalidzans

Latvian University of Agriculture
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BIOINFORMATICS AND SYSTEMS BIOLOGY (SUPPORTED BY
SYSBIO.LYV)

APPLICATIONS OF MODELING IN SYNTHETIC BIOLOGY

DACE STEPINA, EGILS STALIDZANS

Latvia University of Agriculture, dace @difference.lv, egils.stalidzans @ gmail.com

Abstract

Synthetic biology is a new scientific field that promotes engineering approach in biology. New organisms can be
created using parts and elements from other organisms. New organism can be developed from scratch or based
on existing organism using it as a chassis.

The field of synthetic biology holds a great promise for the design, construction and development of artificial
biological (sub) systems thus offering potentially viable new routes to genetically modified organisms, smart
drugs as well as model systems to examine artificial genomes and proteins. The informed manipulation of such
biological (sub) systems could have an enormous positive impact on our societies, with its effects being felt
across a range of activities such as the provision of healthcare, environmental protection and remediation, etc.
Mathematical computer modeling becomes integral part of this new interdisciplinary field of biology due to
necessity to predict behavior of partly or fully synthetic systems before their execution in vivo. Computer
modeling and analysis can be applied also in fields like biosecurity and biosafety to monitor and prevent
emergence of dangerous genetic sequences or organisms.

Modelling is necessary in all four main approaches of synthetic biology: 1) bottom up, 2) metabolic engineering,
3) chassis, 4) top down (organisms creating from parts). It is important to predict behavior of systems using
modelling in the phase when they are under development and therefore cannot be examined experimentally.
Keywords: synthetic biology, modeling in synthetic biology

Introduction

The field of synthetic biology holds a great promise for the design, construction and development of artificial
biological (sub)systems thus offering potentially viable new routes to genetically modified organisms, smart
drugs as well as model systems to examine artificial genomes and proteins. The informed manipulation of such
biological (sub) systems could have an enormous positive impact on our societies, with its effects being felt
across a range of activities such as the provision of healthcare, environmental protection and remediation, etc.
Synthetic biology is concerned with applying the engineering paradigm of systems design to biological systems
in order to produce predictable and robust systems with novel functionalities that do not exist in nature. Just as
all engineering disciplines maintain a fruitful relationship with the fundamental sciences that underlie them,
synthetic biology will seek to use and expand the mechanisms that control biological organisms using
engineering approaches. These approaches will be applied on all scales of biological complexity: from the basic
units (design and synthesis of novel genes and proteins, expansion and modification of the genetic code) to novel
interactions between these units (regulation mechanisms, signal sensing, enzymatic reactions) to novel multi-
component modules that generate complex logical behavior, and even to completely or partially engineered cells.
Bringing the engineering paradigm to biology will allow us to apply existing biological knowledge to
biotechnological problems in a much more rational and systematic way than has previously been possible, and at
the same time to expand the scope of what can be achieved this way. The introduction of design principles such
as modularity of parts, standardization of parts and devices according to internationally recognized criteria, and
the (reciprocal) adaptation of available abstract design procedures to biological systems, coupled to novel
technological breakthroughs (such as cheap mass synthesis of large DNA segments) that allow the decoupling of
design and fabrication, will fundamentally change our current concepts of how to manipulate biological systems.
In this sense, synthetic biology is not primarily a “discovery science” (that is, concerned with investigating how
nature works), but is ultimately about a new way of making things. By adapting natural biological mechanisms
to the requirements of an engineering approach, the possibilities for re-assembling biological systems in a
designed way will increase tremendously (European Communities, 2005).

While several of the fundamental scientific issues and current applied objectives of synthetic biology overlap
with those in other, more mature fields, especially biotechnology and systems biology, synthetic biology should
be properly seen as a completely new discipline, which brings a systematic, application-driven engineering
perspective to biology.
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It can be anticipated that the major change that the field of synthetic biology will bring is the synergistic
integration of existing disciplines: not just biology and engineering, but also computer modeling, information
technology, control theory, chemistry and nanotechnology.

Synthetic biology and it's approaches definition

One basic feature of all biological systems is to be biosynthetic. The anabolism serves each organisms own
characteristic repertoire and dose of naturally occurring substances necessary for survival in its habitat.
In fact, to be described as synthetic, at least two distinguishable components are needed which can be combined
artificially in a certain manner in order to form something new with extended functionality
(Hutchison et al., 1999).
The assembly of natural and artificial parts results in distinct possible synthesis products, for which the results
are all artificial.
The term artificial simply means man-made and differing from naturally occurring structures or processes.
Artificial biological components can be designed to have full functional compatibility within their respective
biological systems. In technical terms, Synthetic Biology should be defined as distinct from previous
technologies of molecular biology - from simple genetic engineering (bottom up) and from theoretical total
artificial life in its extremes (top down) (Bernauer, 2005).
The resulting product of a synthesis should be intentionally designed to have improved properties. Exploitation
of synergistic effects of biologically active parts in fusion products often plays a role in considering how to plan
biological synthetic systems. However the result of Synthetic Biology application consists in a new self-
sustaining system of extended functionality. This means that the artificial system is functionally built in,
replicating and co-proliferating within the host system, e.g. a new artificial pathway design in a host organism or
an artificial “protoliving” particle (Chen et al., 1999) (Rasmussen et al., 2003). The synthesis products of these
designed systems are artificial, and are intended for use or application.
There are four main approaches how can create synthetic organisms but in all there is one main condition — need
to think about ethical norms and biosafety and biosecurity. Those organisms can be from modified existing
organisms to created new unknown organisms by using already known functionality: it means there is
theoretically possible in one organism put all nuance you like.
Those four approaches are:

e Bottom up

e  Metabolic engineering

e  Chassis

e Top down or creating organisms from parts, devices and systems

Bottom up

This approach is known as a classical genetic engineering.

Any DNA sequence which is modified by human influence in any sequence variant that is not naturally
occurring is artificial. From the perspective of human intention, the creation of varieties of sequences can only
make sense in order to change functionality, to analyses and unravel, or to create new functional features, such as
reproducibility and/or robustness of function. For this, it is possible to differentiate three types of functionality —
regulators of function, regulated function targeted for specific control by regulators and sensor function.
Changing the properties of regulators, sensors and targets by creating new combinations is a prerequisite for the
design of new regulatory circuits with intrinsic new functions, for example on the level of systemic behavior.
Many different applications that have already been published are based on the generation of recombinant cells
and organisms by genetic engineering and molecular cloning in combination with transformation or transfection
experiments (Bernauer, 2005).

There is one unsolved question: there is no clearly defined where begins Synthetic biology in simply
recombinant DNA.

Many successful heterologous expression experiments of genes for bioproduction are classical examples of
organisms with designed artificial functionality, microorganisms, fungi, cell cultures, transgenic animals and
plants (Sorensen et al., 2005). In formal terms, the artificial combination of a homologous regulator controlling
the expression of a heterologous gene results in a simple artificial design of at least two natural biological parts.
From the perspective of the intention behind the application, these constructs are designed for the production of a
single molecule species, mostly proteins.

Systems biology is the analysis of how sensor and regulating functions control natural pathways and how they
interact through informational cross talking at the systemic level. Based on the steadily increasing knowledge
about systemic behavior, Synthetic biology having the opposite intention aims at designing artificial pathways
for optimized regulation or extended catalytically capabilities towards technical solutions (Bernauer, 2005).
Providing technical solutions to systemic regulatory information either needs optimization of single components
according to requirement specification in rational technical designs for stringent functional regulatory behavior
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or functional processing on the cellular level by optimization cycles for directed evolution on the genomic level,
or both.

Technical solutions include deploying mathematical methods and models such as statistics and computational
tools as simulation algorithms to create information for optimization. Synthetic biology applies solutions to
biological systems in order to influence their function towards a desired technical optimization by generating
artificial designs compatible with biological functions at the more complex level of molecular interactions.

Metabolic engineering called also as Pathway Engineering — Bug Sweatshops

While in the past metabolic engineering focused primarily on enhancing strain productivity, expanding substrate
utilization range, and forming novel products, the future spectrum of applications for metabolic engineering has
expanded hand in hand with the explosive growth in biological research. Driving this expanded role has been the
massive efforts towards evaluating system wide biological properties. For example, the full sequence of 42
organisms is currently complete with an additional 250 organisms in process (http://ncbi.nlm.nih.gov).
Functional genomic technologies are also in place that allows the activity of complete genomes to be observed,
proteomic techniques are increasingly being demonstrated, and improved methods of measuring metabolic fluxes
are developing rapidly. As a result of these developments, we envision three primary areas of research that an
expanded metabolic engineering will impact greatly. First, traditional metabolite overproduction will benefit as
global regulatory data accumulate and the effects of directed alterations are resolved at much greater
physiological detail. Second, the spectrum of alternative host organisms and relevant gene products will continue
to expand as full genomes of plants, fungi, bacteria, and mammals are sequenced. Finally, biocatalytic
applications for the production of chiral molecules will progress as we begin to understand the systemic
properties that favor the production of stereospecific compounds. Importantly, developments in each of these
research areas will be mutually beneficial. That is, the expanded host and gene product range will enhance the
production of chiral molecules (Nielsen, 2001).

Although most applications of the past decade and obvious future extensions focus on the improvement of
industrial strains for metabolite overproduction, perhaps an even greater impact of metabolic engineering will be
in genetic therapy, pharmaceutical diagnostic assays, or programs of drug discovery. Although issues of delivery
presently dominate the prospects of gene therapy, the ultimate success of this very promising approach will
depend on the correct identification of the target(s) of genetic intervention. As such, the central problem of gene
therapy will be no different to that of strain improvement and a systemic analysis of genomic and physiological
measurements will play an important role in this area. Moreover, assessing the specific physiological phenotypes
observed after overexpression of specific gene therapeutics is an obvious extension of more traditional metabolic
engineering systems (Nielsen, 2001).

Another unconventional application of metabolic engineering is the development of targets for the screening of
compound libraries in drug discovery. The key concept here is that single enzyme assays are becoming less
effective in identifying robust lead molecules with high probability of maintaining activity under in vivo
conditions, for the simple reason that it is less likely that a single enzyme is responsible for most systemic
diseases (Kelsone et al., 1989). This means that drugs effective against more than one target will have a higher
probability of success and fewer side effects. Additionally, identification of lead molecules will have to rely
increasingly on the response of multiple markers of cellular function as opposed to a single marker-based
selection that is presently the norm. The above characteristics constitute drastic departure from current practice
in drug discovery, yet they are entirely within the realm of feasibility given a suitable intellectual framework and
sufficient measurements about the cellular state. Such a framework of integration is available from metabolic
engineering whose power will be further enhanced with the inclusion of the new methods for probing the cellular
phenotype (Nielsen, 2001).
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Figure 1. Signal transduction pathways representation (Nielsen, 2001).

Signaling molecules bind to receptor proteins on the outside of the cell membrane. The receptor protein is
activated (typically by conformational changes) on the interior side of the cell membrane. The activated protein
next transfers an interior signaling molecule to a second signal transduction protein, followed by a third, etc. The
end result is the activation of a DNA binding protein, a transcription factor, transcription initiation, and gene
induction. Cross-talk occurs when signaling molecules are transferred across signaling pathways leading to the
activation of different transcription factors and ultimately inducing different genes. Also, non-specific binding of
extracellular signaling molecules can lead to partial activation of alternative signaling pathways (Figure 1)
(Nielsen, 2001).

A final nonobvious but very important future role for metabolic engineering will be the analysis of signal
transduction pathways. Signal transduction pathways are involved in inter-cellular interactions and
communication of extracellular conditions to the interior of the cell. Signaling occurs via consecutive
phosphorylation-dephosphorylating steps whereby the phosphorylated (active) form of an intermediate protein
acts as a catalyst (kinase) for the phosphorylation of the subsequent step. The final outcome of a signaling
pathway is often the activation of a transcription factor that, in turn, initiates gene expression
(Lauffenburger et al., 1996). To date, signal transduction pathways have been investigated in isolation from one
another. It has become abundantly clear, however, that there is a great degree of interaction (cross-talk) of signal
transduction pathways for the simple reason that they share common protein intermediates (Roberts et al., 2000).
This introduces the possibility that one ligand may affect the expression of more than one gene or that the
expression of a single gene may be effected by more than one ligand (Figure 1). Again, the network features of
signaling provide a fertile ground for the application of concepts from metabolic engineering in conjunction with
expression and, in particular, proteomics data. Certain modifications influence to a significant extent gene
expression and, as such, will have to be made to account for the fact that signaling pathways catalyze the
propagation of information compared to interconversion of molecular species characterizing metabolic
pathways. The correct formulation and applicable principles that take this difference into consideration are yet to
be developed (Nielsen, 2001).

Chassis

Designed and synthesized DNA segments that encode novel functions need to be implemented into a suitable
organism, for the time being, by one of the many available genome engineering techniques (see, for example,
(Kolisnychenko et al., 2002)), or in the future by novel mega-size cloning strategies (Itaya et al., 2005). As the
complexity of existing biological systems is the major problem in implementing synthetic biology’s engineering
vision, it is desirable to reduce this complexity. One option is to reduce the genome of the host - the chassis -
into which the new sequence is implemented, which would eliminate many possibilities for interference. For an
intended chemical production with the designed system, this genome reduction will probably be limited to
reducing the metabolic capabilities of a strain. A true “minimal genome” - the minimum set of genes that is
necessary for a cell to propagate under specific environmental conditions — would be a useful point to start when
trying to engage in re-building more complex systems (Forster et al., 2006).

According to theoretical considerations, growth in the presence of a rich but synthetic and defined medium
requires as few as 206 genes, basically comprising the DNA replication, transcriptional, and translational
machinery, rudimentary DNA repair functions, protein processing and degradation, cell division, and
rudimentary metabolic and energy functions (Gil et al., 2004). Towards this goal, one can either substantially
reduce the relatively large genomes of established model systems and exploit the abundance of molecular
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biology tools for these model organisms, or work on the already very small genome of other organisms in
exchange for the requirement to develop novel molecular biology tools (Heinemann et al. 2006).

Regarding the latter, non-pathogenic Mycoplasma flora with very attractive cultivation properties and a genome
size of 793 kb, is currently being established as such a chassis. Its genomic sequence has recently become
available and molecular biology methods are developed. A similar approach is followed with Mycoplasma
genitalium, for which extensive data on non-essential genes is available (Glass et al., 2006).

Regarding the former, a prominent example is E. coli whose genome has been reduced in various projects by 6%
(Yu et al., 2002), 8% (Kolisnychenko et al., 2002), or 15% (Kolisnychenko et al, 2002), without any noticeable
effect on the investigated physiological properties and by 30% resulting in defects in cell replication (Hashimoto,
et al., 2005). Bacillus subtilis’ genome has been reduced by 8%, again with only minor effects on physiology
(Westers et al., 2003), confirming the hypothesis that under controlled laboratory conditions a substantial part of
a bacterium’s genome is indeed dispensable (Heinemann et al. 2006).

Top down

Based on the theories of evolution derived from observations made in macro and microcosms of nature,
experimental designs for creating carbon based artificial life are possible (Grant et al., 1991). Recent projects in
nanotechnology are aimed at emulating life processes and may provide the basis for creating real artificial
carbon based life in the future. That’s mean that during this approach the organisms are unique, developed from
different parts of different species and never been before in nature.

Part of creating forms of primitive life artificially and to deploy these very simple forms of artificial life is called
the proto-life approach (Rasmussen et al., 2003) (Bedau et al., 2003) (Bedau, 2000). A totally new type of living
beings could be established that could not be regarded as a synthetic continuation of the natural historical process
initiated by nature. Therefore the key features of being self-creating and historic are key feature for
differentiating natural and synthetic biological life of natural origin from totally artificial life.

Artificial components of biological functionality can be theoretically integrated into totally artificial biological
systems which show at least all basic features of living systems. Although this has yet to be shown, it would lead
to the beginning of new evolutionary processes. If such systems can be designed to enter self-sustaining cycles
of evolution they might be termed “Artificial (carbon based) Life” in a scientific discipline which should be
termed “Artificial Biology”. If this could be achieved, the term Synthetic Biology, which at present synthesizes
biological compounds or organisms using artificial ones, could be extended to include the synthesis of artificial
biological compounds using artificial ones. This would be the most sophisticated approach for nanotechnology to
emulate living systems by applying natural nanostructures from Nano bionic knowledge and creating systems
with a level of complexity that would possess features of living systems. (Bernauer, 2005)

It is the goal of some bio-ambitioned nanotechnologists to increase the complexity of their systems towards
those of living features, whereas biologists tend to focus on a reduction of the complexity of biological function
towards the minimal cell (Hutchison et al., 1999) (Luisi, 2002) (Rasmussen et al., 2004).

A prerequisite is that at least one component of the synthesis precursors must fulfill the minimal criteria of a self-
maintaining life cycle under certain circumstances, and that the fusion product behaves in the same way.
Depending on the origin of the synthetic components used for (self) assembly, biomimetic chemistry is another
overlapping field of activities. If such artificial minimal organisms are employed in complex natural biological
systems such as a human being, the synthesis of artificial with natural components would take place on a level
higher than the molecular or cellular level. (Bernauer, 2005)

The term “biology” combined with “synthetic” leading to Synthetic Biology in this definition should be used
exclusively for creating artificial systems based on DNA as an information store. Other forms of artificial carbon
based life should be discussed in the context of “evolutionary nanotechnology” or synthetic artificial biology
(Ennenga, 1997).

Parts registry and standardization

One of important aspects of synthetic biology is the standardisation of building elements of synthetic systems.
That is precondition of engineering approach used in technics. The first and currently biggest catalogue of
biological parts (www.partsregistry.org) is the first and currently the biggest online source of building blocks in
synthetic biology.

Building elements are classified in Categories of parts: promoters, ribosome binding sites, protein domains,
protein coding sequences, translational units, terminators, DNA, plasmid backbones, plasmids, primers and
composite parts. Parts can be put together forming devices. Separate part in the catalogue is the categories of
devices: protein generators, reporters, inverters, receivers and senders and measurement devices.

Parts and devices can be found also by functions: biosynthesis, cell-cell signalling and quorum sensing, cell
death, coliroid, conjugation, mobility and chemotaxis, odour production and sensing and DNA recombination.
Parts and devices can be browsed also by chasis (organisms used as carriers of needed function): Ecsterichia
coli, yeast, bacteriophage and bacillus subtilis.

14



Bioinformatics and systems biology

Methods of engineering

Modeling of the design, to predict system performance prior to fabrication, is an important component of
synthetic biology. Synthetic biology is therefore similar to systems biology, in that both rely heavily on
computer modeling of biological processes. In systems biology, modeling of whole biological systems is
undertaken in order to obtain a better understanding of the complexity of biology for the purposes of analysis.
Synthetic biology can therefore be considered at one level to be the application of certain systems biology
techniques to the construction of new biological parts, devices and systems. Current and future advances in the
modeling of the interactions of molecules and systems will serve to drive progress in the complexity of designs
implemented in synthetic biology — for example, how DNA encodes the information needed to sustain and
reproduce the cell. Recently, multi-scale models of gene regulatory networks have been developed that model
the complete set of bio-molecular interactions in gene regulatory networks, ie transcription, translation,
regulation, and induction. This work helps to guide the design of synthetic systems. Commercially available
software currently caters for the needs of the systems biologist, but there is a need for an integrated design
environment (IDE) for the synthetic biologist, similar to computer aided design (CAD) systems developed for
other branches of engineering (The Royal Academy of Engineering, 2009).

Specification
‘
o

Testing/Validation

Ay |

—_

Engineering
Cycle

Figure 2. The Engineering Cycle (The Royal Academy of Engineering, 2009).

The quantitative measurement of biological parameters is an essential part of the accurate specification, design,
modeling and validation of synthetic biological devices and systems. For example, discrepancies between the
behavior predicted by a model and actual measurements may identify shortcomings in current biological control
hypotheses and shed light on the malfunction of synthetic systems (The Royal Academy of Engineering, 2009).
To close the circle, synthetic biological systems may prove especially useful in substantiating hypotheses
regarding natural biological systems; if a functional system can be built in another organism then the hypothesis
on which the design is based is likely to be sound. In the future, technologies which allow many parallel, even
single cell, and time-dependent measurements, will be especially powerful for synthetic biology (The Royal
Academy of Engineering, 2009).

Synthetic biology approaches design of engineered biological systems are made using the engineering cycle (see
Figure 2).

Testing by a model

Computer modeling becomes increasingly important in applications of synthetic biology where experimental
data of the process of interest usually is completely missing as the organism is not created yet. At the same time
costs of in vivo experiments are strongly increasing proportionally to the degree of novelty of synthetically
manipulated organism. In this respect novel methods of modeling and optimization should be developed
adapting to the specific needs of synthetic biology. Applications of control theory should be developed to
manage synthetic biology issues similar way as technical systems.

An ultimate dream is to design synthetic biological systems at a high level of abstraction using engineering-
based tools and programming languages, press a button, and have the design translated to DNA sequences that
can be synthesized and put to work in living cells. Programming language is proposed to create organism and
simulate its behavior (Pedersen et al., 2009). It will allow logical interactions between potentially undetermined
proteins and genes to be expressed in a modular manner. Programs can be translated by a compiler into
sequences of standard biological parts, a process that relies on logic programming and prototype databases that
contain known biological parts and protein interactions. Programs can also be translated to reactions, allowing
simulations to be carried out.

15



Bioinformatics and systems biology

Biosecurity and Biosafety

“Biosafety” is a term whose meaning shifts with diplomatic and scientific context, its two major usages relating
to laboratory containment and to biotechnology hazards. “Biosecurity” is a closely related term increasingly
heard in arms control and in health and agriculture; but which also lacks a consistent usage. In animal health, it
sometimes refers to preventative disease management. In Australia and New Zealand, it often refers to invasive
alien species, while in the US it is increasingly used in reference to anti-terrorism measures related to agriculture
(“farm security”). Still others use biosecurity to refer to access to a safe and appropriate food supply (The
Sunshine Project, 2003).

Biosafety, as it arose in microbiology, is shorthand for “safety in biological containment”. In other biosciences
and policy related to genetically modified organisms (GMOs), the term appeared as a contraction of “safety in
biotechnology”, most often, but not exclusively, in reference to release of GMOs into the open environment.
Overlap between the usages has become apparent, and “laboratory biosafety” is now often used to refer to the
subset of safety issues specifically related to containment, be it of pathogens, GMOs, or GMO-pathogens (The
Sunshine Project, 2003).

Confusion about meanings of biosafety and biosecurity in English deepens in translation. The logical translation
of biosecurity into Spanish, French, and other Romance languages is the same word as that used for biosafety
(bioseguridad in Spanish, biosécurité in French).

Then again, the term did not exist in English until it was coined in independent instances to refer to different
aspects of human and environmental safety from biological threats. We submit that there is little need,
conceptually, to differentiate between biosafety and biosecurity and that some meanings of both terms
sometimes utilized in arms control (Barletta, 2002) are counterproductive because they are too restrictive.
Whether at the BWC, in health, in the laboratory, or in sanitary measures, security and safety are largely
synonymous, and in the field or in the laboratory, many of the measures that apply to potentially dangerous
pathogens also apply to GMOs (and their products) and, of course, pathogens that are GMOs (The Sunshine
Project, 2003).

On a very practical level, there may be differences between means to prevent an unintended release into the
environment (sometimes referred to as ‘biosafety’) and means to prevent abuse or theft (sometimes referred to as
‘biosecurity’). But conceptually, legally, and in terms of organization and implementation, there are broad
overlapping areas. A wide and shared conceptual framework that integrates sectorial notions of ‘biosafety’ and
‘biosecurity’ is required in order for each sector (agriculture, human and animal health, disarmament, and
environment) that addresses them to be efficient and effective (The Sunshine Project, 2003).

Conclusions

Synthetic biology promotes engineering approach in biology. Applications of synthetic biology can be used for
the design, construction and development of artificial biological (sub) systems thus offering potentially viable
new routes to genetically modified organisms, smart drugs as well as model systems to examine artificial
genomes and proteins.

Mathematical computer modeling is integral part of this new interdisciplinary field of biology due to necessity to
predict behavior of partly or fully synthetic systems before their execution in vivo.

Modeling is necessary in all four main approaches of synthetic biology: 1) bottom up, 2) metabolic engineering,
3) chassis, 4) top down (organisms creating from parts). It is important to predict behavior of systems using
modeling in the phase when they are under development and therefore cannot be examined experimentally.
Computer modeling and analysis can be applied also in fields like biosecurity and biosafety to monitor and
prevent emergence of dangerous genetic sequences or organisms.

Programming languages for synthetic biology is under development. Programs can be translated by a compiler
into sequences of standard biological parts, a process that relies on logic programming and prototype databases
that contain known biological parts and protein interactions. Thus models of interconnected parts can be
developed to predict features of the synthetic subsystem of interest.
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Abstract

The challenges arising from industrialization of biotechnology are generally the same as those encountered in
any processing industry and we face, in the field of bioprocessing, almost all of the problems that are being
tackled in automatic control. Thus, system requirements for supervision, control and monitoring of the processes
in order to optimize operation or detect malfunctions are on the increase. However, in reality, very few
installations are provided with such systems. Two principal reasons explain this situation:

o first of all, biological processes are complex processes involving living organisms whose
characteristics are, by nature, very difficult to apprehend.

. the second major difficulty is the almost systematic absence of sensors providing access to
measurements necessary to know the internal functioning of biological processes.
Furthermore, these tasks are not easy to carry out, as fault detection has to be accomplished under real
conditions - thus online - of the operation of installations:

. the time-variant characteristics of faults are unknown;

. the nominal model of the system is uncertain;

e state and measurement noises are present;

. the detection signal should be obtained within a finite time, subject to the operating constraints of the
process
With the aid of process models, estimation and decision methods it is possible to also monitor nonmeasurable
variables like process states, process parameters and characteristic quantities. The process can be used for
recognition algorithms, based on the current process parameters similar to the previous schedule of the same
process of dynamic measurement and process assigned in class.
This contribution presents a brief summary of bioprocess fault detection and diagnosis methods.
Keywords: bioprocess; fault detection; process models; parameter estimation

Introduction

Industrial systems have also become more and more complex with the automatic control of control loops,
introduction of multilevel microprocessors and, more recently, prioritized and distributed information. In fact,
this development has complicated the task of diagnosing industrial installations. For the improvement of
reliability, safety and efficiency advanced methods of supervision, fault detection and fault diagnosis become
increasingly important for many technical processes.

In fact, the modeling of biological processes systems faces two major difficulties:

e On the one hand, the process implements living organisms, which can possibly undergo certain, at least
partial, transformations or changes, which are likely to bring the process to a different state from that
expected. Lack of reproducibility of experiments and inaccuracy of measurements result not only in one
or several difficulties related to selection of model structure but also in difficulties related to the concepts
of structural and practical identifiability at the time of identification of a set of given parameters,
difficulties also occur at the time of the validation phase of these models whose sets of parameters could
have precisely evolved over course of time.

e On the other hand major difficulty is the almost systematic absence of sensors providing access to
measurements necessary to know the internal functioning of biological processes. The majority of the
key variables associated with these systems (concentration of biomass, substrates and products) can be
measured only using analyzers on a laboratory scale - where they exist - which are generally very
expensive and often require heavy and expensive maintenance. Thus, the majority of the control
strategies used in industries are very often limited to indirect control of fermentation processes by
control loops of the environmental variables such as dissolved oxygen concentration, temperature, pH,
etc.

The quality of the model and, above all, its structure must correspond to the objective for which the model was
built. In fact, a model can be developed for very different purposes, which will have to be clearly identified from
the beginning. Thus, the model could be used to:
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reproduce an observed behavior;
explain an observed behavior;
predict the evolution of a system;
help in understanding the mechanisms of the studied system;
estimate variables which are not measured;
estimate parameters of the process;
act on the system to steer and control its variables;
e detect an anomaly in the functioning of the process;
Different approaches for fault detection using mathematical models have been developed in the last 30 years, see
(Isermann 2004). The task consists of the detection of faults in the processes, actuators and sensors by using the
dependencies between different measurable signals. These dependencies are expressed by mathematical process
models.

Materials and Methods

Online detection and diagnosis methods are fundamentally based on the information about the condition of the
process to be monitored (i.e., measurements), there are methods employing additional information apart from
those brought in only by the physical sensors. This information can in particular be derived from knowledge of
the input/output behavior of a process or of internal processes governing the evolution of the same. This
knowledge is generally expressed in the form of mathematical models (Venkatasubramanian et. al. 2003).

The use of model-based methods (Dochain 2008) depends on the existence of analytical redundancies. The
principle consists of finding mathematical formulations, which help reveal these analytical redundancies by
determination of the causal factors, which are inherent to the system to be monitored. Among the different
methods for detection and diagnosis using mathematical models, we find mainly parity space, observers and
parametric estimation.

1. Model-based methods

1.1. Parity space

The parity space method was one of the early methods employed for fault detection and isolation (FDI)

purposes. It derives its name from the field of informatics in which a parity check is made on logic circuits. The

principle of the method consists of verifying the consistency that exists between the inputs and outputs of the

monitored system (Figure 1.). Two main branches contributed to its development:

° reconciliation of data with the detection of rough errors;

e use of static models and then dynamic models through a representation of systems in the form of transfer
and state space function

Unknown
Faults inputs
Input Measurments
> Process >
- + Residual
> Model VvV — »

Figure. 1. Parity Space approach in an input- output format (Dochain 2008)

The detection of rough errors began with the works of Kuehn and Davidson (1961) by the application of linear
constraints (i.e., least squares) on the balances produced from noise-added measurements. This method, also
called direct redundancy, consists of using the analytical redundancies expressed in the form of algebraic equa-
tions among the diverse measurements of the system to be monitored.

Another branch of the parity space method is based on the principle of temporal redundancies. The dynamic
relationships between the inputs and outputs are taken into account for generating the residuals with
characteristics, which respond to a desired transient behavior and to a noise filtration.
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1.2. Observers

Subsequently, we will refer to the strategy called by certain authors observer methods or even closed loop
methods as opposed to the open loop methods corresponding to those of parity space methods described earlier.
The diagram in Figure 2. represents the use of an observer for the generation of residuals. Error signal e(t)
between output y(z) of the process and y,, () of the model is the basis for the creation of signals supporting
information on the faults. The synthesis of matrix H should thus enable the uncoupling of the outputs from the
unknown inputs. This matrix should therefore have the particular characteristics of stability and insensitivity to
the perturbations in the output.

Unknown
Faults inputs
Input ® Measurments
— > Process y >
yn(t) ¢ + Residual
o Model —>
H «

Figure 2. Use of a full-order observers (Dochain 2008)

Observer innovations also qualify as fault detection residuals. "Unknown input" design techniques may be used
to decouple the residuals from (a limited number of) disturbances. The residual sequence is colored which makes
statistical testing somewhat complicated. The freedom in the design of the observer can be utilized to enhance
the residuals for isolation. The dynamics of the fault response can be controlled, within certain limits, by placing
the poles of the observer.
Different types of observers were also developed depending on the nature of problems to be solved: the
observers based on the use of a single output, those using all the system outputs and the output observers.

1.3. Parametric estimation
The parametric estimation approach considers that the influence of faults is reflected on the parameters and not
just, as was thought previously, on the variables of the physical system. The principle of this method consists of
continuously estimating the process parameters by using the inlet/outlet measurements and evaluating the gap,
which separates them from the reference values under the normal condition of the process (Figure 3.).
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Figure 3. Parametric estimation for fault detection and diagnosis (Dochain 2008)

Parametric estimation has the advantage of furnishing information about the size of deviations (Venkateswarlu
2004). In addition, online identification helps avoid the problem of slow non-stationarities. However, one of the
major disadvantages of the method lies in the necessity of having a permanently excited physical system. Thus,
this leads to practical problems in the case of processes that are dangerous, costly, or operated in stationary
mode. Furthermore, the relationships between mathematical and physical parameters are not always inversible in
a unitary manner, thus complicating the task of diagnosis based on residuals.

With extremely rapid developments in computer science (theory and hardware), the idea of creating intelligent
machines to automate the reasoning processing has appeared - and at times still appears - to be realizable. In the
industry, "intelligent" systems have found many fields of applications: breakdown diagnosis, control,
supervision, planning, scheduling, simulation and process design. However, on a finer analysis of these diverse
fields of application, it is possible to make out two major trends for the implementation of expert knowledge:
"fully automatic", whereby the knowledge is modeled and automated.

2. Methods based on expertise

2.1. Artificial Intelligence models
Diagnosis is a causal process. It consists of determining the defective components that can explain an observed
malfunction. If it is based on knowledge about the normal condition of the process, we refer to a coherence-
based diagnosis. On the other hand, if information is available only about the breakdowns and their symptoms,
we refer to an abductive diagnosis.
Overall, three types of models are employed in Al within the context of monitoring:
ein associative models, situations during which significant malfunctioning occurs are associated with
alarm schematics using direct expression of connections between symptoms and characteristic
situations.
as for predictive models, they enable the simulation of the possible behaviors of a system in its different
modes: normal behavior, degraded behavior or behavior in case of breakdown. Due to their capacity
to calculate the predicted behaviors step-by-step, these models can be directly used to detect faults
(i.e., by comparing the predicted behaviors with the observations).
ereferring to explicative models, they are based on expertise already formulated in the enterprise in the
form of a breakdown catalog or of graphs.
In the influence graphs for example, the interactions among the process variables are described qualitatively.
Their nodes thus represent the variables and the arcs represent the connections among them. These arcs can be
labeled by a sign, by a gain or by periods. They constitute a qualitative model, which can then be used for detec-
tion (e.g., by simulation when the input variables are propagated through the influence graph to obtain qualitative
responses).
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Figure 4. Causal graph for biological process (Dochain 2008)

As for the causal graphs, they describe the chains of causation between the operating conditions and their
observed effects (Figure 4.). The causal graphs are by far the most used for modeling real applications of
supervision systems. Their advantage consists of expressing the knowledge explicitly and enabling us to
manipulate directly the indirect or direct causal antecedents. We can also employ the graphs to produce a
hierarchical cut of systems or even jointly with a quantitative model.

2.2. Artificial neural networks
An artificial neural networks (ANN) is in fact a computer system made up of a number of basic processors (or
nodes) interconnected among themselves and processes - in a dynamic manner - the information coming to it
from external signals.
In general, an ANN is employed in two phases. At first, the network synthesis is carried out, and this comprises
many stages: the selection of a network type, neural type, number of layers and learning methods. The learning
enables us, on the basis of optimization of a criterion, to reproduce the behavior of the system to be modeled. It
consists of searching for a set of parameters (weights) and can be performed in two ways: supervised (network
uses the input and output data of the system to be modeled) and unsupervised (only the input data of the system
are given and the learning is carried out by comparison between examples). When the learning results obtained
by the ANN are satisfactory, we can use it for generalization. Here we are dealing with the second phase,
wherein new examples - that have not been used during the learning -are used to judge the capacity of ANN to
predict the behaviors of the modeled system.

They can thus be used at three levels:
e as a model for the system to be monitored under normal condition and generating an error residual
between the observations and the predictions (Figure 5.);
e asa system of evaluation of residuals for the diagnosis;
e or as a system of detection in one stage (as classifiers) or in two stages (for the generation of
residuals and the diagnosis).
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Figure 5. Artificial Neural Network Fault Detection Scheme (Ahmad and Heng 2001)
2.3. Fuzzy inference systems
The basic structure of an FIS is made up of:

e a universe of discourse containing the functions for the adherence of input and output variables to
classes. These functions can have different forms, the most frequent ones being triangular,
trapezoidal and Gaussian;

e a knowledge base that contains the rules linking the input and output variables under the form
"IF.THEN...";

e areasoning mechanism basing its working on the generalized modus ponens logic.

Fuzzy models were proposed by Frank (1996) for detecting faults by using "knowledge-based observers" (KBO)
whose structure is represented in Figure 6. A KBO is in fact an expert system made up of the following modules:
e a qualitative model of the process for determination of expected conditions;
e adisagreement detector which compares the output of the model with that of the
process;
e a generator of prospects for proposing a list of possible faults.

Unknown
Faults inputs
Input Measurments
Process >
A
> Qualitative .| Disagreement
model detector
‘ Faults
»
Generator of
prospects

Figure 6. Knownledge based observer (Dochain 2008)

Results and Discussions

Concerning specifically the modeling and control of bioprocesses, we can see numerous applications of methods
based on analytical models based on the material balance. On the other hand, it is surprising to note that as for
the fault detection and diagnosis, it is especially the use of statistical techniques and artificial intelect techniques
which prevail. In fact, this is not particularly amazing as the bioprocesses show highly nonlinear, multivariable
and dynamic characteristics, which at times render the mathematical models null and void very rapidly. In
addition, the lack of reliable and less expensive sensors has for a long time proved to be a serious disadvantage
for the application of analytical methods.

There are a considerable number of methodologies available for the designer of systems intended for detecting
and diagnosing industrial processes. Nevertheless, this apparent abundance offers a restricted scope of
application because:
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e  sensors give pertinent information;

e there is rich historical data;
e reliable models of installation under normal conditions or in failure mode are not always available or
do not necessitate highly prohibitive investments in terms of money or personnel.
The advantages and disadvantages of different fault detection and diagnosis methods are briefly presented in

Table 1.
Table 1.
Advantages and disadvantages of different fault detection and diagnosis methods
Methods Supporting process Advantages Disadvantages
knowledge
Parity Space Mathematical model Reconciliation of data with Cannot provide reliable
the detection of rough errors estimates in the presence of
process uncertainties and
measurement noise
Observer Mathematical model Provide state estimation in Difficult to incorporate
deterministic systems. stochastic disturbances.
Nonlinear observers effec- Accurate model development
tively deal with nonlinear is a major task
processes
Parametric Mathematical model | Provide accurate estimation of Developing and validating
estimation states and parameters. Deal rigorous process models
with stochastic disturbances require much time and faults
and measurement noise
Artificial Heuristic knowledge | Expressing the knowledge | Disadvantages include its black

intelligence models

in the form chains of
causation

explicitly and enabling to

manipulate directly the
indirect or direct causal
antecedents

box nature, greater
computational burden,
proneness to overfitting, and
the empirical nature of model
development

Artificial neural
networks

Heuristic data in the
form empirical
nonlinear correlations

Provide better performance
with noisy and in-complete
data. Neural networks are
more adaptive

Poor generalization capability
outside the training range. Re-
quire more training data

Fuzzy inference
systems

Heuristic knowledge
in the form of
production rules

Useful alternatives for
processes which are complex,
imprecise and vague

Require good understanding of
a process to setup a complete
and consistent rule base

Conclusions

Before selecting methods for detection and diagnosis, a good understanding of the anticipated faults is essential.
Some faults influence the selection of a diagnostic method more than the detection. Examples of faults that make
diagnosis difficult include faults that exhibit different symptoms at different times, faults that are intermittent,
and multiple simultaneous faults. Not many methods can diagnose the fault that exhibits different symptoms at
different times and depends on the operational dynamics of the system.

In this work had reviewed fault detection and diagnosis methods of bioprocess based on the model and the
experience. This comparative study identifies the relative strengths and weaknesses of the different approaches.
It also reveals that no single method has all the desirable features we stipulated for a diagnostic system. Some of
these methods can complement one another resulting in better diagnostic systems. Integrating these
complementary features is one way to develop hybrid systems that could overcome the limitations of individual
solution strategies. Hybrid systems are an important future direction for research and development in fault
detection and diagnostic systems.

Acknowledgements

This study is suported by ESF project “Latvian Interdisciplinary Interuniversity Scientific Group of Systems
Biology*/2009/0207/1DP/1.1.1.2.0/09/APIA/VIAA/128.

24



Bioinformatics and systems biology

References:

1. Arshad Ahmad and Leong Wah Heng (2001) Model-Based Fault Detection using Hierarchical artificial
neural network, Department of Chemical Engineering, Universiti Teknologi Malaysia, Regional
Symposium on Chemical Engineering, Bandung.

2. Bioprocess Control (2008) Edited by Denis Dochain, ISTE, pp. 211-232.

3. Ch. Venkateswarlu (2004) Advances in monitoring and state estimation of bioreactors, Journal of Scientific
& Industrial Research Vol. 63, pp. 491-498.

4. D.R. Kuehn and H. Davidson (1961) Computer control: Mathematics of control, Chemical Engineering
Progress, vol. 57, no. 6, pp. 44.

5. P. M. Frank (1996) Analytical and qualitative model-based fault diagnosis — A survey and some new
results, European Journal of Control, vol. 93, no. 3, pp. 6-28.

6. Rolf Isermann (2004) Model-Based Fault Detection and diagnosis, Status and Applications, Institute of
Automatic Control, Darmstadt University of Technology.

7. Venkatasubramanian, V., R. Rengaswamy, K. Yin, and S. N. Kavuri. (2003) A review of process fault
detection and diagnosis, Part III: Process history based methods, Computers in Chemical Engineering 27,
pp. 327-346.

25



Bioinformatics and systems biology

DETERMINISTIC SIMULATIONS OF DYNAMIC MATHEMATICAL MODEL OF
GLYCEROL CYCLE AND GLYCOLYSIS

VALTERS BRUSBARDIS', JANIS LIEPINS>

!Latvia University of Agriculture, Faculty of Information Technology
University of Latvia, Institute of Microbiology and Biotechnology
valters.brusbardis @ gmail.com, liepins47 @yahoo.com

Abstract.

The aim of this work was to develop dynamic mathematical model of glycerol cycle in baker’s yeast
Saccharomyces cerevisiae and by deterministic mathematical simulations explore an interaction between
glycerol cycle and glycolysis.

Four genes Gpdl, Gppl, Gld2 and Dakl code for enzymes which catalyze reactions of glycerol cycle.
Expression of all genes mentioned above take place in a wild type of S. cerevisiae except Gld2. Gene Gld2 was
activated in yeast by theoretic genetic modification. Gld2 codes for enzyme Glycerol 2-dehydrogenase which is
cofactor NADP dependent. By deterministic dynamic simulations we try to predict dynamic of reduced NADPH
which is produced by Gld2 reaction.

Five reactions and twelve species formed model of glycerol cycle. The rate law of Michaelis-Menten was used to
describe the velocity of reversible and irreversible reactions. Necessary parameters to describe rate law of
reaction like maximal velocity and Michaelis constant were taken from databases BRENDA and SABIO.

An accomplished model of glycerol cycle was introduced into the mathematical model of glycolysis developed by
Nielsen et al (1998). To incorporate successfully model of glycerol cycle into the model of glycolysis the
reactions related with DHA and GAP formation were modified.

The structural model of glycerol cycle was produced in CellDesigner software although dynamic mathematical
model and deterministic simulations were developed and performed in Copasi software.

Simulation results of glycerol cycle and glycolysis suggested that NADP, ATP and NADH could be key
parameters which can limit functionality of the model. The concentration of NADH decreased rapidly reaching
concentration 0,003 mmol*I" comparing to 4.0 mmol*I" when glycerol cycle is not switched on. Significant
decrease of ATP was not observed in a system. When model reached steady state concentration of NADPH
reached 51.1 mmol*I"" and didn’t change by the time anymore.

This study is suported by ESF project “Latvian Interdisciplinary Interuniversity Scientific Group of Systems
Biology“/2009/0207/1DP/1.1.1.2.0/09/APIA/VIAA/128.
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Abstract

The development of new therapeutic drugs is a complex process with a rising cost. Computer modelling is used
to reduce this problem. The first step of creation of computer model is development of structural model to
explore all the compartments and reactions of examined biochemical network. Structural model of drug action
mechanism indicates changes of reactions affected with this drug. Antiischemic drug Mildronate action
structural model in the paper is developed.

In Latvia Mildronate is the most outbound drug, but not all mechanisms of action of Mildronate (3-(2,2,2-
trimethylhydrazinium) propionate, THP, MET-88) are known. Several researchers investigate the possibility that
fast antiischemic action of Mildronate could be mediated, at least in part, by stimulation of Nitric Oxide (NO)
production in the vascular endothelium through a modification of the y-butyrobetaine (GBB) or GBB esters
pools. The major target of the modelling of Mildronate action mechanism is to research and verify hypothetical
GBB-esterase mechanism.

On the current phase of the modelling main Mildronate action sites are indicated in the article.

Key words: structural model, Mildronate, reaction network, kinetic law, modelling

Abbreviations used: GBB , y-butyrobetaine; BBD, y-butyrobetaine hydroxylase; NO, nitric oxide; SBML,
Systems Biology Markup Language; SBGN, Systems Biology Graphical Notation.

Introduction

Biological systems typically have an overwhelming amount of detail with thousand of different interactions
taking place simultaneously (Burkowski, 2009). Computer modelling of the reaction may represent biochemical
reaction process and help to understand the physiology of the process. The modelling and simulation of drug
action mechanism is very important in pharmacy. The interest that drug companies and pharmaceutical
researchers have in computational systems biology comes from the hope that these emerging simulation tools
might make drug discovery and drug testing better, faster and cheaper (Materi W. et al., 2007)

In the paper the mechanism of action of A/S Grindex drug Mildronate is examined. Mildronate is an
antiischemic drug developed in the Latvian Institute of Organic Synthesis and is widely used in some countries
(Sjakste et al., 2004). Mildronate is efficient in the treatment of heart ischemia and its consequences (Sjakste et
al., 2006). According to (Sjakste et al., 2004) it is possible that fast antiischemic action of Mildronate could be
mediated, at least in part, by stimulation of NO production in the vascular endothelium through a modification of
the GBB/GBB esters pools. Research of hypothetical GBB-esterase mechanism was proceeded also in next years
(Sjakste et al., 2006, Kalvinsh et al., 2006, Bagdonien¢ et.al., 2009 a,b).

For understanding the mechanism of action of Mildronate the structural model of this mechanism was
developed. Structural model of drug action mechanism indicates changes of reactions affected with Mildronate.

Materials and Methods

Software

For modelling the software CellDesigner 4.0.1 was used. CellDesigner comply with the SBML standard for
exchange of biochemical models (Pieper et.al., 2009). SBML is an open, XML-based format for representing
biochemical reaction networks (Funahashi A. et.al., 2003). CellDesigner supports also Systems Biology
Graphical Notation (SBGN) standard. CellDesigner is used for development of structural model and graphical
illustration of model to show all compartments, reactants and reaction sites.

Databases

Reaction kinetics was obtained from databases which contain structured information about reactions and
reactants with indication of the primary source of the information. For enzymatic reactions and information
about enzymes (EC number, synonyms, reactions and kinetic parameters) Enzyme Database BRENDA
(www.brenda-enzymes.org) was used. Information about synonyms and reactions of substrates and products was
obtained from KEGG database (www.genome.jp/kegg). Seeking information about reaction kinetics SABIO-
Reaction Kinetics Database (http://sabio.villa-bosch.de) was used.

Model structure

Organism could be examined as a system with different interfaced processes and lot of them could not be
inspected separately. Mildronate action on organism is wide and affects quantity of processes. Model structure
and Mildronate action mechanism are taken from publications (Sjakste et al., 2004, Sjakste et al., 2006, Kalvinsh
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et.al., 2006, Orbidane et.al., 2004) and adapted by author. Mildronate action sites are represented in
CellDesigner model (Fig. 1).

Major Reactants

Carnitine is a vitamin-like substance that is synthesized in all vertebrate animals (Janssens et.al., 1999).
Carnitine homeostasis in mammals is maintained by a combination of absorption of carnitine from dietary
sources, a modest rate of biosynthesis, and highly efficient reabsorption of carnitine (Rebouche et.al., 1998).
Carnitine synthesis involves several steps. The last step is the conversion of butyrobetaine to carnitine by GBB
hydroxylase (Spaniol et.al., 2001).

Gamma-butyrobetaine is considered a quasi-essential molecule in nutrition (Janssens et.al., 1999). GBB is a
precursor of carnitine which is located in all human tissues. Both carnitine and butyrobetaine concentration in
human plasma is limited.

Gamma -butyrobetaine hydroxylase (BBD, EC1.14.11.1) is a key enzyme in the biosynthesis of carnitine
(Liepinsh et.al., 2006). In mammals, BBD is expressed differentially, and its activity has been found in liver,
kidney, brain and possibly in testis and epididymis, but not in other tissues (Vaz et.al., 2002) and distribution of
the enzyme GBB hydroxylase in human tissues vary [Table 1].

Table 1
GBB hydroxylase distribution in human tissues
Tissue GBB hydroxylase concentration (mM)
Liver 369+95
Kidney 13504230
Brain 140+56
Heart 0
Muscle 0

Source: developed by the author according to Rebouche et.al., 1980.

Mildronate is an inhibitor of Carnitine biosynthesis. The form of inhibition of GBB hydroxylase activity were
examined earlier mainly in rats, mice and pigs. In 1988 one group reported that Mildronate is a noncompetive
GBB hydroxylase inhibitor (Simkovich et.al., 1988), but later other group found that the drug inhibits GBB
hydroxylase competitively, blocks carnitine biosynthesis and interacts competitively with renal carnitine
reabsorption (Spaniol et al., 2001). The network of Mildronate action sites is very wide and complex and not all
of Mildronate action mechanisms are clear yet.

Reactions

To create a mathematical model of Mildronate action in human it is necessary to understand the whole process.
Hence, mathematical model of action of Mildronate include some extra reactions, which may affect Mildronate
efficiency. It is determined that Mildronate inhibits carnitine formation from gamma-butyrobetaine in liver and
kidney, inhibits reabsorption of gamma-butyrobetaine and carnitine (not shown), inhibits carnitine transport into
plasma and into muscle cells (Sjakste et.al., 2006). Since Mildronate acts through lowering of carnitine synthesis
from gamma-butyrobetaine and gamma-butyrobetaine undergo esterification, it is necessary to pay attention to
gamma-butyrobetaine circulation in organism.

Current model consists of 17 reactions. Part of these reactions are hypothetical, part of them are not described
mathematically because of lack of information.

Rel: Mildronate inhibits y-butyrobetaine conversion to carnitine in liver. According to research of Spaniol on
rats the rate of this reaction is competitive inhibition (Spaniol et.al., 2001).

Re2: Mildronate inhibits y-butyrobetaine conversion to carnitine in kidney (Sjakste et al., 2006). The rate of
inhibition is unclear. It may be similar to Rel hence it could be described with competitive inhibition.

Re3 and Rel7: Both carnitine and GBB are reabsorbed an excreted efficiently by the kidney. In rats and humans,
approximately 54-87% of dietary carnitine is absorbed. Carnitine that is not absorbed is almost totally degraded
in the large intestine, by the action of bacterial flora (Rebouche et.al., 1998) or excreted in kidneys. Carnitine and
GBB degradation levels in human kidney including Mildronate inhibition are not described mathematically in
the model.

Re5: GBB transport into the liver could be described by Michaelis-Menten kinetics (Berardi et.al. 1998).

Re4 and Rell: Reactions of GBB transport to the kidney and brain may be similar to Re5 and could be
Michaelis-Menten kinetics.

Re6: Mildronate excretion of different types and doses of Mildronate administration vary. After single
intravenously administration of 250, 500 and 1000 mg Mildronate, the elimination half-life (t,,) were 5.56+1.55
h, 6.46+1.07 h and 6.55+1.17 h, respectively (Peng et.al., 2010). It means that in approximately 6.55 h the half of
1000 mg administered Mildronate degrade in organism. In result of averaging these data the excretion flux of
single dose Mildronate is purchased.

The half-life of multidoses administration of 500 mg of Mildronate intravenously was 15.34+3.14 h (Peng et.al.,
2010). In the studies performed at the Latvian Institute of Organic Synthesis after oral administration of the drug
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its excretion half-life was nearly 18 h (Sjakste et.al., 2006). Author supposes that excretion half-life of
Mildronate administered multidoses orally and intravenously is similar within 15.34+3.14 h. Averaging these
data author calculated excretion flux of multidoses administered Mildronate.

Re7 and Re8: Carnitine transport from liver and kidney to plasma is not described in the model.

Re9: Research of Rigault shows that Mildronate doesn’t make any significant inhibition of carnitine uptake in
heart. Reaction rate is Michaelis-Menten equation (Rigault et.al., 2008).

Rel0: The reaction rate of carnitine uptake in muscle is Michaelis-Menten competitive inhibition (Rigault et.al.,
2008, Kuwajima et.al., 1999).

Rel2: Major sources of carnitine in the human diet are meat, fish and dairy products. Omnivorous humans
generally ingest 2-12 pmol of carnitine day” kg of body weight”. This is more than the carnitine produced
endogenously, which has been estimated to be 1.2 pmol day ' kg™ (Vaz et.al., 2002). The flux of carnitine uptake
from food may be calculated for particular situation according to diet.

Rel3: Inhibition of GBB hydroxylase by mildronate leads to the synthesis of GBB esters (Dambrova et.al.,
2004). GBB can undergo esterification in mammalian brain tissue (Bagdoniené, 2009a). In 2006 the GBB-
esterase activity was proved (Kalinsh et.al.,2006), but the process of ester formation is unclear yet.

Rel4: GBB ester hypothetically binds a specific receptor (Sjakste et.al., 2004) and activate endothelial Nitric
oxide synthase (enzyme, EC 1.14.13.39) and synthesis of Nitric Oxide. Both GBB esterase-dependent receptors
and acetylcholine receptors are possible candidates for activation of the formation of NO in blood vessels
(Kalinsh et.al.,2006).

Rel5: GBB esterase hypothetically hydrolyses the ester releasing GBB. GBB ester could trigger Ca2+ release
and Ca2+ ions activate eNOS (Orbidane et.al., 2004). The research of Bagdoniené shows that enzymatic
hydrolysis of GBB naphthyl ester to 1-naphthol in rat blood serum is due to GBB-esterase activity (Bagdoniené¢,
2009a), but this research didn’t give any kinetic constants and rate laws.

Rel6: Nitric oxide production is described with Michaelis-Menten rate (Giraldez et.al., 1998).

Results and Discussion

The structural model of Mildronate action mechanism is developed in the work (Figl). This model is not verified
with experimental data. Structural model of Mildronate action could be improved with time according to new
researches.

The main target of modelling of the mechanism of action of Mildronate is to check the hypothetical GBB
esterification. To achieve this target all the reactions should be verified and compared with experimental data,
the model is needed to be enriched with reaction rates and parameters. But model verification also is very
difficult because of the lack of experimental data on human. Lot of reactions in human organs are studied on
animals defying reaction rates and constants. Not all processes in human organism occur like in animals.

re10 Organism

Muscle

Kidney

1 |
LF T

Heart

-re16

Other tissues

Carnitine

ref

Fig. 1. Structural model of Mildronate action sites in SBGN notation
Source: developed by the author according to Sjakste et al., 2006.
Model notation:
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Conclusions

Structural model of Mildronate therapeutic action is developed. CellDesigner 4.0.1 software is used to represent
the structure of the biochemical network in Systems Biology Graphical Notation (SBGN) standard. The model
consists of 22 reactants, 17 reactions (including reactions, signalling, transport and other events) and 8
compartments. Structure of developed model can be used for estimation of side effects of therapy. Current model
can be used for numerical estimation of kinetic parameters of biochemical network using dynamic experimental
data.
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Abstract

Simulations are widely used in robotics field as useful tools that provide reasonable methods
for verifying various aspects of developed device, such as control system behaviour testing.
However simulated results almost always differ from real world experiments because of
combination of various aspects such as sensor perception noises, inaccuracy of actuators or
faults of control logics.

This paper proposes possible approach for improving simulated results that follows principle
of separation of control logics from simulation core calculations. This approach is opposite to
the common simulation methods where all calculations are processed within simulation
iteration. Our approach introduces additional timing constraint to control algorithm that is
one of the most important aspects in the real-time systems such as robot controllers.
Introduction of intellectual methods into the control algorithm of robot increases required
computation and prolongs processing time. Simulating this algorithm by means of common
methods leads to slowdown of each iteration of simulation and it does not affects precision of
results. Having separated control algorithm from the core simulation calculations it is
reached better similarity to real world conditions, where control algorithm should perform
fast enough to be able to control underlying hardware.

The experiments where performed using open-source Player/Stage software package. This
package provides tools for both simulation approaches mentioned before. The mine-like
environment and single robot where used in simulation. The algorithm for robot navigation
and control where created and tested in various timing conditions. The results of experiments
showed that both described simulation processing methods have strengths and weaknesses.
Control logics execution as part of simulation iteration ensures stable and predictable results.
While simulation separation from control logics is conceptually closer to real hardware
control process and theoretically can provide finer results.
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Abstract

In the cell, tissue, organ and organism under different conditions operate metabolic, gene regulation and
signaling networks that determine biochemical reactions, biochemical or biophysical process.

Biochemical networks can present the relationships between genes and genes products, between proteins and
etc.. Exploring of these networks helps better understand some cellular process or properties of biological
system. Therefore, there is a growing need for software tools that allow simulation and modeling.

There are many network visualization, simulation and analysis tools, which play key role in systems biology.
Each of these tools is devised for some specific need, for example, representation of cellular state, dynamic of
cellular process, time-dependent behavior, etc..

We provide researchers and coterie information on existing tools with goals: 1) to describe briefly existing tools
for data visualization, simulation or analysis of different network types; 2) to make easy selection of tool
corresponding to research problem and requirements. In this manuscript we focus on tools which include
topological analysis of network structure.

Within this manuscript we examine 20 existing tools. 18 tools of them are freely available for academic use and
12 provide source code. During this work we did not found a tool which provides imitation/modeling of
evolution. In accordance with main comparison parameter — structure analysis - we prefer VisANT, Cytoscape
with BiNoM and NetworkAnalyzer plugins, Biological Networks and CelNetAnalyser.

Types of biochemical networks

From the viewpoint of network architecture, main ingredients are molecules, interactions, pathways and
networks. A cellular system can be viewed to be formed conceptually from individual molecules, to pairwaise
interactions, to local structures (including network motifs, molecules, pathways, subnetworks) and eventually to
global biomolecular networks (Zhang, 2009). Biomolecular networks allow visualizing and describing of
intracellular molecular interactions of cellular system by using available metabolic and gene regulation
experimental data (Zhang, 2009), as well as representation of many biological processes such as metabolism,
gene regulation, signal transduction (Zhenjun Hu et al, 2005). In terms of interactions, each type of biomolecular
network is assembled by the following different pairwise interactions: transcription regulatory network: TF-
DNA interactions; gene regulatory networks: gene-gene interactions (genetic interactions); protein interaction
network: protein-protein interactions; metabolic networks: enzyme-substrate interactions; signaling networks:
molecule-molecule interactions (Zhang, 2009).
Component data such as genomic and proteomic data provide a specific molecular content of a cellular system.
Also dependent on omic data 4 network types can be defined (Zhang, 2009):

e Transcriptiomic data - Transcription regulatory networks

e Proteomic data — Protein Interaction network

e  Metabolic data — Metabolic network

e Integrated data - Signaling network
The goals of systems biology are to understand the mechanisms of how biochemical networks generate particular
cellular functions in response to environmental stresses or genetic changes. To design biological systems at the
molecular interaction level, it is essential to identify a biochemical network map, to build a dynamic model of
the system, and to perform system analysis (Nishio et al, 2008).

Modeling and types of models

The main goal of modeling is to supplement researchers understanding of biological system properties (local,
global) or behavior corresponding to different perturbations. We briefly characterize here two types of
computational models: kinetic (dynamic) and structural models, as well goals of these modeling.

Kinetic models

Cellular systems are commonly modeled by nonlinear dynamical systems such as ordinary differential equations
or stochastic processes such as the chemical master equation, based on mass action low and enzyme reaction
kinetics.

33



Bioinformatics and systems biology

The term ,.kinetic model” is used in dual sense. In the biological sense, it is a network of interactions between
biological entities. In the mathematical sense, “kinetic” refers to a system of mechanistic ordinary differential
equations that determine the temporal state of the corresponding system of biochemical reaction. There are two
types of kinetic models that are devised to present system dynamics: a classical chemical kinetic model and
stochastic chemical kinetic model. A classical chemical kinetics (CCK) model composed of n chemical species
and m chemical reaction channels. CCK model utilizes ordinary differential equations to present system
dynamics (Myers, 2010).

Dynamic simulations of a cellular system can provide a more thorough quantitative understanding of cellular
system principles, mechanism and function (Zhang, 2009). Simulation results allows researchers to test their
understanding, to explore ,,what-if” scenarios (Alberghina and Westerhoff, 2005), make predictions about the
system for situations that have not yet been studied and make the design of new synthetic biological systems
(Myers, 2010).

Structural (topological) models

An important class of methods in Systems Biology deals with structural or topological (parameter-free) analysis
of cellular networks (Klamt et al, 2007). This is a type of model that is used for graphical representation and
topological analysis of biological networks.

In structural or topological (parameter-free) models networks are represented in graph form [Klamt et al, 2007,
Zhenjun Hu et al, 2005, Zhenjun Hu et al, 2007, Klamt et al, 2006, Zinovyev et al, 2008) (directed, undirected
(Klamt et al, 2007) and mixed (Zhenjun Hu et al, 2005)), that consist of nodes and edges. Nodes dependent of
number of connections and type of graph can be hubs (highly connected nodes) and metanodes which contains
all its descendents and genes annotated directly under it (Zhenjun Hu et al, 2009). Nodes represent genes, gene
products, proteins, chemical compounds or small molecules and links (edges) represent various types of
interactions or associations between pair of nodes, e.g. metabolic events, protein/protein-nucleotide interactions,
regulatory relationships or signaling pathways (Suderman and Hallett, 2007, Zhenjun Hu et al, 2007).
Connections can be directed or undirected; they can have physical meaning, denote general associations; they
can represent shared characteristics between components (Zhenjun Hu et al, 2005).

Choice of network representation is often dictated by the research problem. Directed networks are suitable when
the interactions between two components have a well-defined direction, for example, the direction of metabolic
flow from substrates to products, or the information flow from transcription factors to the genes that they
regulate. Undirected networks, such as protein interaction networks, represent mutual relationships: if protein A
binds to protein B, then protein B binds to protein A. This type of representation also often applies to predictions
made by high-throughput proteomic or genomic analysis, or indirect links based on shared genes or protein
components between pathways and complexes (Zhenjun Hu et al, 2005).

To represent and analyze networks developers may use different formalisms, for example, CellNetAnalyser use
interaction graphs and (logical) interaction hypergraphs (Klamt et al, 2006), but VisAnt use metagraph to
(Zhenjun Hu et al, 2009).

Structural analysis of cellular interaction networks contributes to a deeper understanding of network-wide
interdependencies, causal relationships, and basic functional capabilities. Structural analysis, towards a
functional analysis of the structure is not based on quantitative and dynamic properties and can thus only provide
qualitative answers (Klamt et al, 2006). However, some insights into the dynamic properties can nevertheless
often be obtained, because fundamental properties of the dynamic behavior are often governed by the network
structure (Klamt et al, 2006).

The functions of biomolecular networks are closely related to their topologies and facilitated by characteristic
topological patterns. Components of cellular networks including genes, proteins, and other molecules usually act
in collaboration to carry out specific biological processes and biochemical activities, by forming relatively
isolated functional units called modules. From the topological perspective, a model can be understood as a
subnetwork that is densely connected within itself but sparsely connected with the rest of the network. In cellular
networks, a module refers to a group of physically or functionally connected biomolecules that work together to
achieve some desired cellular function (Luonan Chen et al, 2009).

Structural models characterize and provide information of the connectivity (topology) of the interactions
involved in a biological process. Identifying topological features in networks is an important part of
understanding the relationship between structure and function of network motifs, e.g. feedback, feed-forward
loops (Zhenjun Hu et al, 2005). In biomolecular networks are motifs such as feedback loops and single input
motifs, autoregulation loops in transcriptional regulatory networks, and short cycles in protein interaction
networks (Luonan Chen et al, 2009). A network motif is a subunit of a complex network that appears much more
frequently in the given network than expected by chance alone. Such subnetworks are considered to be basic
building blocks of many real complex networks.
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Software tools, that represent biochemical network structure

There are many network visualization, simulation and analysis tools, which play key role in systems biology and
each meets some specific need. Within this manuscript we consider 20 existing tools (see Table 1). Most
available tools are suited to biological network visualization and use definitions, methods and algorithms
(Suderman and Hallett, 2007) from graph and control theory. Some of these tools analyze network structure with
help of a number of graph structural analysis methods. We discuss here the main differences and similarities of
these tools.

Software tools developed for Systems Biology depending on functionality and field of use can be divided in
three main groups:

(1) tools for modeling, simulation and/or analyses metabolic networks (biochemical reaction or process
networks) allowing definition of a system like a collection of connected chemical reactions and the
boundary of the system where the set of reactions intersects with its environment,

(2) tools for modeling and analyses genetic regulatory networks,

(3) tools for visualization and analyses of structure topology.

The list of groups can be extended with other groups, for example, tools for network drawing for presentations,
publications, tools for modeling Boolean or logical networks etc.

During software tool estimation, we establish that 8 of examined tools provide modeling of metabolic networks,
4 tools are suitable for modeling gene regulatory networks, 6 tools allow visualization and analysis of network
structure (see Figure 1).

rools f Tools for
ools _or _ visualization
modeling and/or
gene .
=~___analyses of
regulatory B | stucture
networks . Y |
| -
A 10%  _d
Tools for L a—
modeling— N
metabolic - other
networks

Fig.1. Tools classification and percentage distribution by
functionality and field of usage

Tools that contain model simulation are designed for modeling and analysis of dynamic system.
Dependent on usage permissions and license type, software tools can divide in several groups:

1) License for free academic use in accordance with license terms

2) Free software license

3) Open source license

4) Commercial license
Within this manuscript we establish that 18 of examined 20 tools are freely available for academic use. In all 8
tools are commercial product and 5 of them are freely available for academic use. 12 tools provide source code
(see Figure 2).
Depending on built-in function are software tools that support SBML format (allows to import/export models or
only export in SBML format) and conversely do not have this function (see Figure 3, 4).
SBML is System Biology Markup Language standard for representing models of biochemical and gene-
regulatory networks (Funahashi et al, 2008, Hucka et al, 2008). It is a machine-readable model definition
language based upon XML. SBML can encode models consisting of biochemical entities linked by reactions to
form biochemical networks (Wanner et al., 2005).
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Fig.2. Tools rating by type of license and use permisions

SBML is developed in levels and represent substantial changes to the composition and structure of the language.
Level 2 represents an evolution of the language. Minor versions of SBML are termed versions and constitute
changes within the Level to correct, adjust and refine language features (Hucka et al, 2008). SBML 1 Level has 2
versions and 2 Level now has 4 versions. One must note that SBML Levels are not linked. If user wants to open
the model (saved in SBML Level 1 Version 2 format) on tool that supports SBML Level 2 Version 4, it will not
succeed. SBML developers have not provided inheritance between SBML Levels and Versions.

By supporting SBML as a format for reading and writing models, different software tools (including programs
for building and editing models, simulation programs, databases, and other systems) can directly communicate
and store the same computable representation of those models, removing opportunities for translation errors and
assuring a common starting point for analyses and simulations (Hucka et al, 2008). Summary on SBML
supporting software can be found at www.sbml.org.

support model
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N o AT
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Fig.3. Tools rating by supporting of SBML standart Fig.4. Supported functions of SBML standart

Depending on built-in function are software tools that support SBGN format (allows to import/export or only
export models in SBGN format) and conversely do not have this option.

SBGN (Systems Biology Graphical Notation) is a visual language developed by a community of biochemists,
modelers and computer scientists that consists of three complementary languages: process diagram, entity
relationship diagram and activity flow diagram. Together they enable scientists to represent networks of
biochemical interactions in a standard, unambiguous way. A process diagram represents all the molecular
processes and interactions taking place between biochemical entities, and their results. The SBGN notation for
entity relationships puts the emphasis on the influences that entities have upon each other's transformations
rather than the transformations themselves. SBGN activity flow diagram permit modulatory arcs to directly link
different activities, rather than entities and processes or relationships as described previously. SBGN can foster
efficient and accurate representation, visualization, storage, exchange and reuse of information on all kinds of
biological knowledge, from gene regulation, to metabolism, to cellular signaling (Le Novere et al, 2009).
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Table 1.

Summary of software tools that was examined, their main goal and functions

Group

Software tool

Main goal

Functions

Tools for modeling metabolic networks or

chemical reaction networks

CellDesigner Tool for kinetic modeling of CellDesigner includes building, visualizing, and kinetic modeling of biochemical networks (chemical reactions and
biochemical networks processes); browse and modify existing SBML models with references to existing databases, simulate and view the
dynamics.
JDesigner Tool for visual simulation Tool includes kinetic modeling of biochemical networks, permit users to graphically specify the model, derive the set
biochemical reaction networks | o gifferential equations automatically and generate a solution. It allows selecting the appropriate kinetic laws
from a wide selection of inbuilt rate laws or defining new user defined rate laws.
The graph shows how changes for ex. concentration all nodes in time.
Pathway Tool for analysis of metabolic pathways, particularly by flux based analyses and simulations on SBML Models.
analyser [http://pathwayanalyser.sourceforge.net]

PathwaylLab

Tool for visualization,
documentation and in silico
analysis of biochemical
pathways

PathwayLab allows to create and store new reaction objects with user specified kinetics, including efficient transient
analysis (simulation) and Metabolic Control Analysis (MCA), dynamic biochemical simulation, robust steady-state
analysis. This tool allows to create and layout pathways drawings. [http://www.innetics.com/]

Cobra

COnstraint-Based
Reconstruction and Analysis
Toolbox for Matlab

Cobra includes implementations of many of the commonly used forms of constraint-based analysis such as FBA, gene
deletions, flux variability analysis, sampling, and batch simulations together with tools to read in and manipulate
constraint-based models [*].

Pathway Tools

Development of organism-
specific databases (also called
model-organism databases)
that integrate many
bioinformatics datatypes, from
genomes to pathways.

Tool includes scientific visualization, web publishing, and dissemination of those organism-specific databases, visual
analysis of omics datasets. Computational inferences including prediction of metabolic pathways, prediction of
metabolic pathway hole fillers, and prediction of operons, that can be used for genome analysis. Analysis of biological
networks: 1) Interactively tracing metabolites through the metabolic network; 2) Finding dead-end metabolites in
metabolic networks; 3) identifying choke points (potential drug targets) in metabolic networks.
[http://bioinformatics.ai.sri.com/ptools/ptools-overview.html]

GEPASI Gepasi is a software package It simulates the kinetics of systems of biochemical reactions and provides a number of tools to fit models to data,
for modeling biochemical optimize any function of the model, perform metabolic control analysis and linear stability analysis. Gepasi's scan
systems utility provides a way for advanced exploration of a model's behaviour in multi-dimensional parameter space, is
capable of doing data fitting (parameter estimation) with experimental data, of finding maxima or minima of any
model variables with any number of adjustable model parameters. The results of simulations can be plotted in 2D and
3D directly from the program
COPASI Software application for Copasi supports chemical reaction network; arbitrary kinetic functions; ODEs for compartments, species, and global
(Complex simulation and analysis of quantities, assignments for compartments, species, and global quantities; initial assignments for compartments, species,
Pathway biochemical networks and global quantities. It includes: stochastic and deterministic time course simulation; steady state analysis (including
Simulator) stability); metabolic control analysis/sensitivity analysis; elementary mode analysis; mass conservation analysis; time
scale separation analysis; calculation of Lyapunov exponents; parameter scans; optimization of arbitrary objective
functions; parameter estimation using data from time course and/or steady state experiments simultaneously.
© BioTapestry Tool for simulating genetic BioTapestry includes building, visualizing, and simulating genetic regulatory networks; creation dynamic submodels;
5; 2 regulatory networks dynamic presentation (graph) of the network behavior in time.
o0 S GenMapp Tool for visualization gene GennMap focuses on annotated pathways, using simple graphics and labels to provide biological context to molecular
% % expression data on maps objects
s = representing biological Tool allows visualizing an expression data- along pathways (called mapps), creating new mapps, identifying global
g ? pathways and groupings of biological associations within an expression dataset.
:g: = genes. MAPPFinder Integrated with GenMAPP is to perform a global analysis of gene expression or genomic data in the
@ 5 context of hundreds of pathway MAPPs and thousands of Gene Ontology Terms.
é 2 NetBuilder Tool for modeling and NetBuilder allows users to create a picture of the (known) components and interactions in the system, and enter

simulation environment of

quantitative information, such as know or estimated quantities and rates. creating and manipulating the mathematical
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Group Software tool Main goal Functions
genetic regulatory networks representations they need to predict the behaviour of their systems. NetBuilder’ has simulators to carry out stochastic
or deterministic numerical integration on the basis of a given initial state and the expressions for the flux that are
constructed (by hidden functions in NBMathModel) on the basis of the model parameters.

Genetic Network | Tool for the modeling and GNA consists of a simulator of qualitative models of genetic regulatory networks in the form of piecewise-linear

Analyzer simulation of genetic differential equations. Instead of exact numerical values for the parameters, which are often not available for networks
regulatory networks of biological interest, the user of GNA specifies inequality constraints. This information is sufficient to generate a state

transition graph that describes the qualitative dynamics of the network.

Cytoscape Tool for visually exploring Tool for visualizing molecular interaction networks and integrating these interactions with gene expression profiles
biological networks and other state data which includes complex network analysis and visualization. Cytoscape have a powerful Visual

Styles (3D).

Visant An integrative software Tool for creating multi-scale networks, representing many types of biological data, such as biomolecular interactions,
platform for the visualization, cellular pathways and functional modules; provides: a visual interface for combining and annotating network data,
mining, analysis and modeling | supporting function and annotation data for different genomes from the Gene Ontology and KEGG databases and the
of the biological networks statistical and analytical tools needed for extracting topological properties of the user-defined networks. Tool

introduces extensive functionalities to visualize and integrate the gene ontology with biological networks using
metagraph technology.

Edinburgh Tool designed for annotation, It allows visual representation to field standards (SBGN), storage and retrieval of annotation such as kinetic and other

§ Pathway Editor visualization and presentation numerical data in relational databases (local and remote for enterprise development) and links graphical objects to

%‘ of wide variety of biological external databases and web resources to show all available information on demand.

g networks, including metabolic,

= E genetic and signal transduction

g 1 pathways.

S & Biological Application for visualization Biological Networks is a graph-based system for creating a combined database of biological pathways, gene regulatory
§ + Networks and analysis of biological networks and protein interaction maps. After importing expression data, users can apply sorting, normalization and
'73 g pathways clustering algorithms on the data and then create various tables, heat maps and network views of the data.

23

i :; BiNoM BiNoM is a Cytoscape plugin, | BiNoM include structural analysis of the networks (strongly connected components, path and cycle analysis, network
< (Biological developed to facilitate the clustering, etc.) and support of generating network modular view.

% Network manipulation of biological

= Manager) networks

NetworkAnalyser

This tools is a Cytoscape
plugin, developed to analyze
biological and other networks

Networkanalyser computes and displays a large number of simple and complex topological network parameters for
directed and undirected networks loaded into Cytoscape using efficient graph algorithms, for example, the number
of nodes, edges, and connected components, the network diameter, radius, density, centralization, heterogeneity, and
clustering coefficient, the characteristic path length, and the distributions of node degrees, neighborhood
connectivities, average clustering coefficients, and shortest path lengths.

CellNetAnalyzer

CNA is a package for
MATLAB and provides a
environment for structural and
functional analysis of
biochemical networks

CNA facilitates the analysis of metabolic (stoichiometric) as well as signaling and regulatory networks solely on their
network topology, i.e. independent of kinetic mechanisms and parameters. CNA includes Metabolic flux analysis,
Analysis of basic topological / structural properties, Metabolic pathway analysis and for Signal flow (signaling,
regulatory) networks: Analysis of interaction graphs, Analysis of logical (Boolean) interaction networks.

Pathway Builder

Tool for drawing signal
transduction pathways for
presentation, publications,
posters, etc.

Pathway Builder contains pathway templates and illustration items. It allows you to make web pages from the
pathways images of the Pathway Builder tool.
[http://avaxhome.ws/software/software_type/scientific/Medical/pathway_builder.html]

SBMLToolBox

SBMLToolbox provides

SBMLToolbox provides functions for reading, writing, and validating SBML models; viewing model structures in a
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Group

Software tool

Main goal

Functions

functions for reading, writing,
and validating SBML models.

simple GUI; converting models into a symbolic form suitable for use with MATLAB's Symbolic Math Toolbox; and
simulate models using MATLAB's ordinary differential equation solver.
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Next Table 2 summarizes properties and facilities of examined software tools.

Table 2.
Summary of examined software tools properties and facilities
o8~ S| 5w |, 2 ¢ |z § Eo
g&73 S|E|z8z205,| B2 |8, 255y
s 2285 | 4 S )2 528 % |98 Z52 |25 z22E%E:
Nr. | Software SS5E 2 | 2| 5| E|£88 5|2z 528 (82| §FiEze
tool 2238 A 3| 2| %88 3 |_2E £S5t |E5 CEZEgE
=82 2 | B | 355 2 |S5F g2%8 |_¢% =528
&3 2 § T|IEBET § & & g | = SESE
&3 =27 a = |& | & g=
1 Cytoscape (LGPL license) Java | L, Y Y I KEGG, Pathway
[37,5, 36] open source W, (sif, gml, Commons,
M XDMML, IntAct, BioMart,
xls) /E NCBI Entrez
Gene,PICR
2 Visant Free and open Java | L, Y Y Y Y GenBank, KEGG,
[37, 39, 40] source code W, SwissProt
M
3 BioTapestry Free and open Java | L, Y Y Y E
[25] source code W,
M
4 CellDesigner | free use license, - L, Y Y Y I/E Y KEGG, SGD,
[12-15] open source code W, DBGET, IHOP,
M Genom Network
Platform,
PUBMED, Entrez
Gene
5 JDesigner LGPL license \\4 Y Y Y Y I/E
[17] S
Free and open = &
source code =&
6 Edinburgh non-commercial Java | L, Y Y E Y
Pathway License W,
Editor [27] M
i GenMapp Open source - Y Y Swiss-Prot, Entrez
[4,6-8,9,16] Gene, PubMed,
Unigene, UniProt,
Ensembl
8 NetBuilder free and open C++ | L, E Y
[31] source code 6.0 W,
M
9 Pathway free and open C++ | L Y Y Y I
analyser source code
10 | Biological Free for academic | Java Y Y | Y I Pathway import:
Networks use, commercial KEGG, BIND,
[37] GO
11 | PathwayLab commercial W Y Y Y Y E Y
12 | Pathway free for academic Y E
Tools use, commercial
13 | Pathway free and open L, Y I
Builder source W,
M
14 | BiNoM free and open L, Y Y I/E Y
[43,44] source code W, (BioPAX,
M Cell-
Designer)
15 CellNet- free for academic L, Y Y I/E
Analyser [10] | use, W,
commercial M
16 Cobra [11] Free and open L, Y I/E
source code W,
M
17 | Network- free open-source Java | L, Y
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= o ~ g
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Software =&g¢3 2 |w | E| E| 8585 |22 s5S5 |22 £z 258
Y e §525 | 2 |C| 2|2 5255 |5F Zit |fE| SZE:%
“fzg $ 13|35 2|5 292 |2%| 5334
€23 S| SET = s E |5 ~EE
S = s @ :n = o a Z 2
Analyser [1] W,
M
18 GEPASI [28] | free w Y Y Y I/E (L1)
19 Genetic Free for academic | Java | L, Y Y Y Y I/E
Network use, commercial W,
Analyzer M
[10]
20 COPASI [18] | Open source code, | C++ | L, Y Y Y Y I(L1V1-
free for academic s W, 2,L.2V1-3)
use, commercial Java | M /E (L1V2,
L2V1-3)

* OS is Operating System that can be Linux (L), Windows (W) and MacOS (M).

There are many public available databases like KEGG (Kanehisa et al, 2006), GO (Raychaudhuri et al, 2002),
GenBank (Benson et al, 2008), etc., that store and share experimental information. There are software tools (see
Table 2.) that allow data import from these databases and data connection with set model.

Software tools of structure analysis

Here we describe three software tools that analyze network structure. During survey of these tools we have
found 22 structure topological parameters and features which are described here to.

VisAnt

VisANT is a web-based software framework (Java application) for visualizing and analyzing many types of
networks of biological interactions and associations, as well as an especially useful tool for integrating
information from a wide variety of sources. VisAnt is freely available. VisSANT provides (Zhenjun Hu et al,
2005):

(1) avisual interface for combining and annotating network data.

(2) supporting annotation data for different genomes from the Gene Ontology. GO terms can be easily
dropped into the network to group genes annotated under the term, thereby integrating the
hierarchical ontology with the network (Zhenjun Hu et al, 2009). GO is gene ontology, wich
provides hierarchically organized information about gene products, their activity, biological
functions and cellular location (Zhenjun Hu et al, 2009).

(3) visualization, mining, analysis and modeling of the biological networks, which extend the
application of GO (Zhenjun Hu et al, 2009).

(4) supporting exploratory pathway analysis using metagraphs (type of graph), which includes multi-
scale visualization of multiple pathways, editing and annotating pathways using a KEGG
compatible visual notation and visualization of expression data in the context of pathways
(Zhenjun Hu et al, 2007).

(5) the statistical and analytical tools needed for extracting topological properties of the user-defined
networks.

VisAnt provide functions to annotate genes at any customized level of abstraction (Zhenjun Hu et al, 2009).
VisAnt is capable of easily exploring pathways at different scales: a pathway overview enables user to observe
the topology of large sets of pathways, while the detailed internal structure of any particular pathways or set of
pathways is easily revealed by mouse-clicking (Zhenjun Hu et al, 2007).

VisANT explicitly allows creation of mixed networks involving different types (Zhenjun Hu et al, 2005), i.e.
networks containing both directed and undirected links (Suderman and Hallett, 2007). Networks can also be
analyzed for topological characteristics to identify larger global properties, such as degree distribution, path
length, shortest path and clustering coefficient calculations (Suderman and Hallett, 2007, Zhenjun Hu et al,
2007), connections finding between a given set of genes/proteins.
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CellNetAnalyser

CellNetAnalyser is a package for MATLAB and provides a comprehensive and user-friendly environment for
structural and functional analysis of metabolic (stoichiometric) as well as signaling and regulatory networks
[CellNetAnalyser Manual]. CAN allows to analyze mass-flow (i.e. stoichiometric or metabolic) networks,
signal-flow (signaling and regulatory) networks and stoichiometric networks.
The particular strengths of CellNetAnalyzer are methods for functional network analysis, i.e. for characterising
functional states, for detecting functional dependencies, for identifying intervention strategies, or for giving
qualitative predictions on the effects of perturbations (Klamt et al, 2007).
CNA provides a powerfull battery of methods for metabolic and stoichiomic network analysis:
(1) Metabolic flux analysis
= classification of flux scenarios (determinacy and redundancy) and rates (balanceability and
calculability)
calculation of flux distributions (for all types of flux scenarios)
consistency checks in redundant systems
flux optimization subject to an arbitrary linear objective function (flux balance analysis, FBA)
sensitivity analysis of calculated rates
= feasibility check of a given scenario
(2) Analysis of basic topological / structural properties
= graphical display of the stoichiometric matrix
= computation of graph-theoretical path lengths in an directed and undirected graph representation of
the reaction network; determination of network diameter
= detection of (elementary) conservation relations, enzyme subsets, isozymes, blocked and parallel
reactions
CAN provides a algorithms for a functional analysis of signal-flow networks - Analysis of interaction graphs
=  basic topological properties
= large-scale computation of all positive and negative signaling paths connecting inputs with outputs
or of all signaling paths between a given pair of nodes; statistical analysis of these paths
= Jarge-scale computation of all positive and negative feedback loops; statistical analysis of these
routes
= computation of minimal cut sets (removing reactions or species) for a given set of paths or/and
loops
= computation of distance (shortest paths) matrices; separately for positive and negative paths
= large-scale dependency analysis (which species has (positive/negative) influence on which species;
identification of activators and inhibitors of a given species enabling predictions on perturbation
experiments)connectivity histogram.
CellNetAnalyzer support calculations of global topological properties of the network. It is useful to detect
errors in the network structure after the network has been composed (Klamt et al, 2007, Klamt et al, 2006).
CNA is programmed with MATLAB under LINUX as operating system and it is a commercial product.

Cytoscape with BiNoM AND NETWORKANALYSER

Cytoscape is a complex network visualization and analysis tool supporting a core set of features including
standarts and customizable network display styles, ability to import a large variety of interaction files, and
zoomable network views (Suderman and Hallett, 2007). Cytoscape is suitable for analyzing molecular
interaction networks and biological pathways and integrating these networks with annotations, gene expression
profiles and other state data. Cytoscape specializes in the representation of interaction networks. Automatic
layout algorithms help to organize massive amounts of interaction data relating to a set of molecules (in orange).
Cytoscape include filter of the network to select subsets of nodes and/or interactions based on the current data,
allows to find active subnetworks/pathway modules and find clusters (highly interconnected regions) (Cline et al,
2007).

BiNoM (Blological NetwOrk Manager) is a Cytoscape plugin, developed to facilitate the manipulation of
biological networks represented in standard systems biology formats (SBML, SBGN, BioPAX) and to carry out
studies on the network structure. Binom allows the analysis of networks created with CellDesigner software and
their conversion in BioPAX format. BiNoM proposes to generate three standard interfaces, during BioPAX
import operations: reaction network, pathway structure and protein-protein interaction (Zinovyev and

Calzone).
BiNoM provides the user with a complete interface for the analysis of biological networks in Cytoscape
environment, for example, structural analysis of the networks (strongly connected components, path and cycle
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analysis, network clustering, etc.). BINoM provide simplification and analysis of the network representation are
achieved by use of the build-in library of graph analysis tools, including:

e analysis of connected and strongly connected components,

e path analysis (finding shortest, suboptimal, all paths),

e modular decomposition of the network using node semantics, cycle analysis, subnetwork clustering,

decomposition of network into modules and clipboard operations (Zinovyev et al, 2008).

Cytoscape is Java application whose source code is released under the Lesser General License (Suderman and
Hallett, 2007). This system has plugins (Additional features) that can construct any developers.

NetworkAnalyzer is a software tool for the analysis of biological and other networks. This is the versatile
Cytoscape plug-in that computes a comprehensive list of simple and complex topology parameters (single values
and distributions) for directed and undirected networks using efficient graph algorithms. Simple parameters are
the number of nodes, edges, self-loops, and connected components, the average number of neighbors, the
network diameter, radius, density, centralization, hetero-

geneity, and clustering coefficient, the number of shortest paths, and the characteristic path length. Complex
parameters are distributions of node degrees, neighborhood connectivities, average clustering coefficients,
topological coefficients, shortest path lengths, and shared neighbors of two nodes. Network-Analyzer displays
the distributions as histograms or scatters plots and allow export them as chart images in the formats

JPG/PNG/SVG or as tables in plain text files (Assenov et al., 2008).

Biological Networks

BiologicalNetworks is a software platform for biological pathways analysis, querying and visualization of gene
regulation and protein interaction networks, metabolic and signaling pathways, and is an information
management framework over PathSys. This software integrates over 20 curated and publicly contributed data
sources, biological experimental and PubMed data for the 8 representative genomes (S. cerevisiae,
D.melanogaster, etc.). BiologicalNetworks is supported with curated pathways from a number of public
databases like KEGG. BiologicalNetworks software is available at http://biologicalnetworks.net/index.php
and it is a free Integrated Research Environment for biologists.

In BiologicalNetworks is developed a preliminary standard for exchanging files that have visual markup and
annotation of network layouts. Users of BiologicalNetworks can input several basic data types, including data in
standardized network and interaction data exchange formats, such as PSI-MI, BioPAX and SBML (Baitaluk et
al., 2006).

Biological networks include following main functions: Data integration, Data representation, Data analysis,
Microarray data analysis (Baitaluk et al., 2006).

Once a network dataset has been imported or loaded into BiologicalNetworks, the genes or proteins within it can
be queried for other known and predicted interactions from the PathSys's database. To enable data analysis, the
following tools are available (Baitaluk et al., 2006):

1) Import and export user data

2) Create, save, edit user pathways

3) Optimize the view by filtering, pathway expansion, and protein classification.

4) Perform graphic drawing and layout optimization

5) Search: find and display a list of objects based on a name or a keyword.

6) Expand: searches the database and displays objects functionally linked to a selected node or a set of
nodes. Thus, by alternating expand and filtering options, users can browse through the database building
their favorite pathways.

7) Build pathways: finds a set of links between two or more nodes by searching for the shortest path in the
total network of all links in the database. This tool assists in finding regulatory paths between all
selected objects.

8) Find common targets/regulators: searches for common targets or regulators for the group of molecules.
This tool as well as Build Pathway can find functional links between proteins in the lists imported from
other programs (e.g. gene expression clusters).

9) Find intersection with curated pathways: searches a group of nodes for other known and predicted
interactions from the PathSys's repository of curated pathways.

10) BiologicalNetworks provides an advanced querying facility for retrieving the data of user's interest by
querying Nodes and Properties types. User friendly querying interface allows user to make query with
any logical combination of conditions both on Node and Property trees.

Networks can also be analyzed for graph topological properties, such as degree distributions, path lengths,
shortest paths or clustering coefficients (Baitaluk et al., 2006).
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Topological parameters and features

Topological analysis of biomolecular networks can provide quantitative insights into biological networks. Given
the network G={V,E}, where V is the node set and E is the edge set, the topological indices for characterizing a
network include average degree K, clustering coefficient C, average path length L, and network diameter D. The
topological distribution include degree distribution P(k), cluster coefficient distribution C(k), shortest path
distribution SP(k). The most elementary characteristic of a node is its degree or connectivity k. Topological
analysis of cellular networks helps to understand the biological roles and functions of the network. The
topological measures (see Table 3) can capture the cellular features of cellular networks and provide broad
insight into cellular evolution, molecular function, network stability, and dynamic responses (Luonan Chen et al,
2009).

Table 3:
Summary of computed structure parameters by software tools Visant, Cytoscape with BiNoM, CellNetAnalyzer
and Biological Networks

Cytoscape with . .
Nr Parameters and features Visant gIN OI\I/)[ and CellNet- Biological
NetworkAnalyser Analyser Networks
1. Node degree Y
1.1. | In-degree Y
1.2. | Out-degree Y
2. Degree distribution Y Y Y
2.1. | In-Degree distribution Y
2.2. | Out-Degree distribution Y
3. Degree distribution (average value) Y
4 Shortest Path Y Y Y
(directed or undirected)

4.1. | Shortest path between two given % % %

components
4.2. | Shortest path between many given %

components
4.3. | Shortest path between all components Y Y Y
4.4. | Optimal and suboptimal shortest paths Y
4.5. | All the paths leading from one %

component
4.6. | All non-intersecting paths Y
5 Shortest Path length Y Y Y
6 Longest path length Y
7 Average path length Y
8 Network diameter Y Y
9 Path finding Y Y Y
9.1. | Path between two given components Y
9.2. | Path find between a given set of nodes Y Y Y
11 Positive (Negative) Feedback loop Y Y
12 Feedforward loop (cycle, circuits) Y Y Y Y
13 Self-Loop Y
14 Randomize Undirected network Y
15 Statistical Randomization of undirected %

network
16 Randomize Directed networks Y
17 Clustering coefficient Y
18 Average clustering coefficient Y
19 Clustering-Coefficient distribution Y Y
20 Average-Clustering- Coefficient

R Y

distribution
21 Cluster finding Y Y
22 Number of components Y Y
23 Number of edges Y
24 Number of self-loops Y
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Cytoscape with A
Nr Parameters and features Visant gINOI\I/)I and CellNet- Biological
Analyser Networks
NetworkAnalyser

25 Number of connected components Y

26 Number of shortest paths Y

27 The average number of neighbors Y

28 Radius Y

29 Density Y

30 Centralization Y

31 Heterogeneity Y

32 Neighborhood connectivities Y

33 Shared neighbors of two nodes Y

34 Topological coefficients Y

35 Modular view of the network Y

36 Clustering and Decomposition

36.1. | Cycle clustering and cycle v

decomposition
36.2. | Material component clustering and %
material decomposition

Almost all of software tools use their own file format (see Table 4.). However, part of them support data
exchange formats (se Table 5) that are generally accepted in Systems biology branch, e.g. SBML, SBGN.
Implementation of these standards makes easy representation of networks in form that is understandable both for
human, and machine, and facilitate communication between different software tools and data exchange, as well
as stimulate experience exchange between researchers. Next table represent summary of file formats that
supports Cytoscape, VisAnt and CellNetAnalyser.

We should note that BiNoM supports conversion between standards (CellDesigner->BioPAX, BioPAX->SBML)
(Zinovyev et al, 2008). But, CellNetAnalyser supports SBML models with help of SBMLToolBox module.
Development of VisAntis also underway for support of the SBML (Zhenjun Hu et al, 2005).

Table 4:
Summary of existing file format supported by Visant, Cytoscape, CellNetAnalyzer and BiologicalNetworks
File format Tool Explanation
BioPAX VisAnt Biological Pathway eXchange standard format for pathway information
Cytoscape supported by multiple pathway databases.
BiologicalNetworks

Edge List ViSant Default text format for non-XML-based data.

Expression VisAnt Expression matrix file, the first line must start with #!Expression.
Optional parameter addNewNode to determine whether to abandon the
nodes that are not in the current network, e.g. addNewNode=false.

GML VisAnt Graph Markup Language, a common graph file format supported by

Cytoscape several network software.
BiologicalNetworks

ID-Mapping | VisAnt This file format is designed to allow user to add various database IDs in
VisAnt, as well as alias and functional descriptions, to the nodes in a
network, must start with #!ID Mapping.

KGML VisAnt The KEGG Markup Language (KGML) is a data exchange format of
the KEGG graph objects, especially the KEGG pathway maps that are
manually drawn and updated. The KGML files for KEGG metabolic
pathways specify how enzymes (boxes) are linked by a relation and
how compounds (circles) are linked by a reaction (Zhenjun Hu et al,
2007).

M CellNetAnalyzer MatLab M-file (file-programm, file-function) format.

Macro/Batch | VisAnt The file format to store a list of commands for VisANT to carry out.

MAT CellNetAnalyzer MatLab file format.

PSI-MI VisAnt XML standard format for molecular interactions supported by

BiologicalNetworks molecular interaction databases. It is a data exchange format for

protein-protein interactions.
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File format Tool Explanation
SBML Cytoscape System Biology Markup Language standard for representing models of
CellNetAnalyzer biochemical and gene-regulatory networks.
BiologicalNetworks
SIF Cytoscape The simple interaction format is convenient for building a graph from a
BiologicalNetworks list of interactions. It also makes it easy to combine different interaction
sets into a larger network, or add new interactions to an existing data
set.
VisML VisAnt Default XML format, containing all the network information. Network
stored as VisML format can be safely replayed as it was stored.
XGMML Cytoscape XGMML is the XML evolution of GML and is based on the GML
definition. In addition to network data, XGMML contains
node/edge/network attributes.
XML BiologicalNetworks XML is (Extensible Markup Language) a set of rules for encoding
documents electronically.
XLS Cytoscape The tables in these files can have network data and edge attributes.
Users can specify columns containg source nodes, target nodes,
interaction types, and edge attributes during file import.

Table 5:
Summary of standardized network and interaction data exchange formats supported by public databases,
software tools and directly by Cytoscape, VisAnt, CellNetAnalyser and BiologicalNetworks

File format KGML GML PSI-MI BioPAX SBML SBGN XGMML
Cytoscape with Y %
BiNoM Y (L1, Y Y Y
12.5) (L1,L2)
VisAnt Y Y Y Y
CellNetAnalyser Y
L2
Biological Y
Networks Y Y Y (L1,L2)

This and other programs that work with graphs use mainly their own file format. Therefore, exchanging graphs
between different programs is almost impossible. Simple tasks like exchange of data, externally reproducible
results or a common benchmark suite are much harder than necessary (Available at: http://www.infosun.fim.uni-
passau.de/Graphlet/GML/, 20.12.2009). For that reason we suggest to use the data exchange formats like GML
or SBML. In this way (By this means) user can directly communicate between different software tools and store
the same computable representation of model.

We don’t switch BioPAX data exchange format, while it is a standardized format for exchanging pathway
information and integrate knowledge from multiple pathway databases.

Conclusions

Within this manuscript we examine 20 existing tools. 18 tools of them are freely available for academic use,
among them 5 are commercial product for non academic use. 12 tools provide source code.

8 tools provide modeling of metabolic networks, 4 tools are suitable for modeling gene regulatory networks, 6
tools allow visualization and analysis of network structure.

Structural model characterize and provide information of the connectivity (topology) of the interactions involved
in a biological process. Identifying topological features in networks is an important part of understanding the
relationship between network structure and functions of their subunits such as motifs.

Analyzing software tools and scientific literature we found 47 structure topological features, 27 of them are
structure parameters that can be used to characterize biomolecular network but there is no software tool that
could calculate them all. It is essential to be indicated Cytoscape with BINOM and NetworkAnalyser plugins can
calculate large number of above-mentioned topological parameters and features.

Almost all of software tools use their own file format. However, part of them support data exchange formats that
are generally accepted in Systems biology branch, e.g. SBML, SBGN. Implementation of these standards makes
easy representation of networks in form that is understandable both for human, and machine, and facilitate
communication between different software tools and data exchange, as well as stimulate experience exchange
between researchers.
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Working with graphs we suggest using the data exchange formats like GML or SBML. In this way user can
directly communicate between different software tools and store the same computable representation of model.
17 of 20 software tools support SBML standard. 9 tools of them allow both model import and export, 5 tools
provide only model export function and 3 tools support model import.
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Abstract

One of the biodiesel production problems is a significant quantity (about 10%) of by-product — glycerol
occurrence. This problem is offered to solve by adaptation of bacteria Zymomonas mobilis, which is notable for
ethanol production facilities. To be able to process glycerine into ethanol using Z.mobilis bacteria, the bacteria
must be modified, because its natural form cannot process glycerine. At the same time computer modelling
analysis is required, to assess specific modification affectivity in interconnection with other processes in
bacteria.

The computer model, which describes two genes of - bacteria E.Coli GIpF and GlpK insertions and expressions
in bacteria Zymamonas mobilis. These gene-coded proteins ensure glycerol transport - in bacteria and
conversion to substances, which bacteria can process to ethanol. Biochemical reactions and process regulation
network is too complicated, to be able to predict system’s respond without extensive computer modelling by
changing any of its components. The model describes conversion of glycerol into bioethanol in Z.mobilis
bacterial cell. First phase of model creation is creation of structure model based on biochemical reactions. On
the second phase of model creation were identified kinetic parameters which are available in literature.

Using the databases KEGG, SABIO-RK, BRENDA, where defined reactants, kinetic parameters and reaction
equation types. Computer model of Z. mobilis biochemical network was created using computer software
CellDesigner (4.1. beta).

Key words: Computer modelling, Zymomonas mobilis, ethanol

Introduction

Z mobilis is undoubtedly one of the unique micro-bacteria in the world. It is known since 1912 as
Termobacterium mobilis, Pseudomonas Linder, and finally as Z.mobilis. The first reviewing of their uniqueness
was published on 1977th and 1988th years. Z.mobilis features manifest not only in biochemistry but also in
growth, energy production, and response to the growing conditions. These features caused great interest in
science, biotechnology, and industrial areas. Z.mobilis is a bacterium which is notable for ethanol production
facilities.

In the biodiesel production washing process removes all water-soluble contaminants (methyl alcohol, glycerol,
phosphates, etc.). One of the biodiesel production problems is a significant amount (10%) of by-product —
glycerol generation. In order to process the glycerine into bioethanol using Z.mobilis bacteria, it must be
modified. Biological experiments have revealed that by expressing bacterium E. coli GIpF and GIpK genes
bacteria Z.mobilis is capable for processing glycerol into ethanol.

Biochemical reactions and process regulation network is too complicated to be able to predict system’s respond
without extensive computer modelling after changing any of its components.

Computer model characterize the conversion of glycerol into bioethanol inside the cell of bacteria Z.mobilis.
Computer model was created using CellDesigner (4.1. beta) program, which supports SBGN standards.

Materials and Methods

The model was created according to Systems Biology Graphical Notation (SBGN) standard. The goal of the
SBGN is to standardize the graphical/visual representation of essential biochemical and cellular processes
studied in systems biology. SBGN defines a comprehensive set of symbols with precise semantics, together with
detailed syntactic rules for their use. It also describes the manner in which such graphical information should be
interpreted. Standardizing graphical notations for describing biological interactions is an important step towards
the efficient and accurate transmission of biological knowledge between different communities. Traditionally,
diagrams representing interactions among genes and molecules have been drawn in an informal manner, using
simple unconstrained shapes and edges such as arrows. Until the development of SBGN, no standard agreed-
upon convention existed defining exactly how to draw such diagrams in a way that helps readers interpret them
consistently, correctly, and unambiguously. (Nicolas Le Nov'ere, et.al. 2008)

The computer model was created using CellDesigner (4.1. Beta) program that supports biological SBGN
networking standard. CellDesigner is a structured diagram editor for drawing gene-regulatory and biochemical
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networks. Intuitive user-interface helps you to draw a diagram in rich graphical representation with your own
design. (Funahashi et. al., 2007)
The object designations used in model are shown in the following table:

rel

Protein — enzyme substrate or product inhibitors catalyze
(catalyat)
red red
=IO - N
State transition reaction Reversible reaction Transport reaction

Reactions are formed using the program.. There are various reaction types: the reactions that contain single
substrate and single product (Fig.1.) and the reactions that contain several substrates and several products
(Fig.2.). Additional reactant can be added by using Add Reactions button, and products can be added using Add
Product button. Each reaction has its identification number. The problem while building reactions is that if
reaction was deleted then the reaction number is stored and numbering will continue forward through the next
reaction, which in turn can break down the total number of actual reaction synthesis.

Figure 1. Reaction — one substrate, one product, Figure 2. Reaction — two substrates, two products,
catalyst catalyst

The option Change properties of the reaction is used to defined parameters: Name — the reaction name, Type —
the reaction type, Reversible — shows does the reaction is reversible (true) or irreversible (false) (Fig.3.). All
reaction parameters can be found in the section Species where parameter’s name and identification code is
written. The reaction name can be seen in the section Reactions.

Change properties of the reaction
Mame 3-phosphoglycerate kinase G3PK
Type STATE_TRANSITION [v]
Reversible () True () False
I Ok l ’ Cancel ]

Figure 3. The options where chang reaction parametrs

Created computer model is not transparent. In order to obtain a transparent computer model sort tools used — tab
— Layout, this menu helps to rearrange computer model in various types. This model was sorted by type —
Orthogonal Layout, when the layout is not correct, it can be adjusted manually.

Using databases KEGG, BRENDA were inspected publications where bioethanol production process reactions
are described. These publications where searched for reagents and enzymes that participate in the reactions.
Biochemical reactions and process regulation network of bacteria Z.mobilis for glycerol conversion into
bioethanol is showed on Figure 4.
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Figure 4. Biochemical reaction network (Alvarez M. et. al., 1998), (Mehmet M. Altintas et. al., 2006),

(Pettigrew, D.W. et. al., 1996), (P.L.Rogers et al 2007), (R Fliege et. al., 1992), (Shin-ichi Hayashi et. al. 1967),
(Weiner, J.H. et. al., 1972)
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Results and Discussion

The computer model of biochemical reactions and process regulation network of bacteria Z.mobilis adoption for
glycerol conversation into bioethanol is shown on Figure 5. The model have 19 reactions with 22 elements. The
elements and reactions are listed in Species and Reactions sections respectively.

Correctness of this model is not evaluated by comparing it with experimental data.
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Figure 5. Biochemical reaction network (structural model) in program CellDesigner
Conclusions
e The computer model was created using CellDesigner (4.1. Beta) program that supports the biological

SBGN networking standard.

The model contains of 19 reactions with 23 elements. Two reactions (Glycerol fascilitator and Glycerol
kinase) was taken from the bacteria E.Coli, three reactions (Glycerol kinase, Glycerol 3-P-dehydrogenase,
Triose phospate isomerase) was taken from the bacteria Trypanosoma brucei model of glycolize as it was
pubished (Bakker et al. 1997; Helfert et al. 2001), tested experimentally (Albert et al. 2005) and was found
in the validated models database (JWS Online Cellular Systems Modelling Model Database), other
reactions - Entner Doudoroff pathway has used from the bacteria Z Mobilis. These reactions are described
in Mehmet M. Altintas et. al. model (Mehmet M. Altintas et. al. , 2006). Two reactions are added by
authors — Oxygen consumtion and ATP dissipation.
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Abstract

In this paper are analyzed from bioreactor placed sensors obtained data storing and processing possibilities and
it use for the bioreactor control adaptation. To achieve this, were explored bioreactor’s control algorithms and
yeast (S. Cerevisiae) biochemical network models, which helped to determine how the data, received from
sensors, can be used to improve management of the bioreactor. This tasks is studied by many researchers, e.g.
Simutis, Banga, Bailey etc. Each of them uses different technologies, to solve main problem - to maximize the
vield of ethanol using the feed rate as the control variable.

Bioreactor is provided with a temperature, pH, pO2 and foam sensors. Were evaluated different technologies for
these sensors measuring data storing and processing, e.g. XML or data base storage technologies and computer
program or PLC based bioreactor control. In our case, Firebird 1.5 data base is used. That is easy in use and
cost free data base. In this data base from sensors obtained data, constant values, motor rotation speed are
stored. This information can be used to improve control of the bioreactor. At this moment, bioreactor use
constant values, that can be set only in control panel. The task is to create possibility for dynamic bioprocess
controlling, accordingly to dynamic bio-chemical models. Adaptive control involves modifying the control law
used by a controller to cope with the fact that the parameters of the system being controlled are slowly time-
varying or uncertain. For this project realization, are available bioreactor BIO-3, Siemens S7-200 and S7-300
automatic controllers, as well as computers.

In the result, were examined from bioreactor places sensors obtained data processing for bioreactor control
improvement, during yeast fermentation process, which is based on sensors measurement result analysis and
biochemical network model predictions. Real-time deviation diagnostics is based on possible problem’s reasons
clarification, and provided to process the most appropriate model. This project’s results can be used to improve
yeast fermentation process control, provided most suitable parameters for control algorithm.
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WORKLOW AND TAVERNA MYEXPERIMENT RESEARCH
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Abstract

MyExperiment is an open repository for the born-digital items arising in contemporary research practice, in
particular scientific workflows and experiment plans. Launched in November 2007, the public repository
(myexperiment.org) has established a significant collection of scientific workflows and multiple workflow
systems, which has been accessed by over 16,000 users worldwide. myExperiment provides mechanisms to
support the sharing of workflows within and across multiple communities. Built according to Web 2.0 design
principles, myExperiment demonstrates the success of blending modern social curation methods with the
demands of researchers sharing hard-won intellectual assets and research works within a scholarly
communication lifestyle. By making research content more reusable, and providing a social infrastructure which
facilitates sharing, the human aspects of the scholarly knowledge cycle may be accelerated and ‘time-to-
discovery’ reduced. Taverna is a free application for designing and executing workflows.

Taverna allows users to integrate many different software tools, including web services, such as those provided
by the National Centre for Biotechnology Information, The European Bioinformatics Institute, the DNA
Databank of Japan (DDBJ), SoapLab, BioMOBY and EMBOSS. Development of new workflows can be based on
predefined services that are available on Taverna or related sites. Methodology of their interconnections is
demonstrated. Another way to create a workflow is combining existing workflow with other workflows or
services. Several methodologies are described. The Taverna Workbench provides you with a desktop enactment
engine and authoring environment for scientific workflows expressed in Scufl (Simple Conceptual Unified Flow
language). The Taverna enactment engine is also available separately, and other Scufl enactors are available
including Moteur.

Key words Scientific workflow, Taverna workflow workbench

Introduction

Scientific workflows are attracting attention in the community. Understanding the whole lifecycle of workflow
design, prototyping, production, management, publication and discovery is fundamental to developing systems
that support the scientist's work and not just the workflow's execution. Supporting that lifecycle can be the factor
that means a workflow approach is adopted or not. Scientific workflows are valuable commodities which require
expertise to build. Workflow design is challenging and labour-intensive, and reusing a body of prior designs
through registries or catalogues is highly desirable. Reuse is a particular challenge when scientists are outside a
predefined Virtual Organisation or enterprise.

Materials and methods

For analyze were used three articles ‘Towards Open Science: The myExperiment approach’ by (Roure et al.,
2009c), ‘The design and realisation of the myExperiment Virtual Research Environment for social sharing of
workflows’ by (Roure et al., 2009a), ‘The myExperiment Open Repository for Scientific Workflows’ by (Roure
et al., 2009b). The paper’s target is to analyze Taverna and workflow prefernces and faults, using other authors
research results and also personnel experience of software acquiring and use in concrete task solving. The
workflow enabled a large volume of data to be processed systematically, leading to a new scientific result which
arose within part of the data that would have remained unexamined had the work been conducted manually.
Then the same workflow was reused successfully by another scientist over a new dataset, to identify the
biological pathways implicated in the ability for mice to expel the Trichuris muris parasite. Scientific workflows
are valuable commodities which require expertise to build(*). The myExperiment repository was motivated by
observing a clear need to share workflows — to reduce reinvention, propagate best practice and enable scientists
to concentrate on science — amongst decoupled communities of workflow users. It was also motivated by a
frustration with existing systems which: (a) missed the social dimension, merely making things available rather
than encouraging and controlling sharing; (b) presented complex user interfaces out of line with the popular web
sites that people are using on an everyday basis, thereby demanding further skill. These methods are crucial
intellectual assets of the research life cycle whose stewardship has been neglected. Repositories often emphasise
curation of data, but in digital research the curation of the process around that data is equally important — hence
by focusing on workflows, myExperiment also provides a mechanism for expert and community curation of
process.
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MyExperiment provides an open, extensible environment to permit ease of integration with other software, tools
and services, and benefits from participative contribution of software. We show how, by exposing the
myExperiment functionality, new interfaces have been built and existing interfaces have incorporated
myExperiment functionality.

Workflows are used for bioinformatics and systembiology, and other tasks.

In this paper was used software, as Taverna 2.1 beta 2. It is free software, that may be downloaded from internet
of myExperiment site http:/launchpad.net/taverna/t2/2.1-beta-2/+download/taverna-workbench-2.1.b2-
installer.exe for Windows. Scientific workflow systems with significant deployment include the Taverna
workflow workbench, Kepler, Triana and Pegasus. Taverna is the exemplar workflow system in this paper.
Developed by the myGrid project within the UK e-Science programme, Taverna is used extensively across a
range of Life Science problems: gene and protein annotation; proteomics, phylogeny and phenotypical studies;
microarray data analysis and medical image analysis; high throughput screening of chemical compounds and
clinical statistical analysis (Roure et al., 2009d,e). Importantly, Taverna has been designed to operate in the
‘open wild world’ of bioinformatics. Taverna is connected with WSDL and SOAP service standards. WSDL is
an XML format for describing network services as a set of endpoints operating on messages containing either
document-oriented or procedure-oriented information. The operations and messages are described abstractly, and
then bound to a concrete network protocol and message format to define an endpoint. Related concrete endpoints
are combined into abstract endpoints (services). SOAP is a lightweight protocol for exchange of information in a
decentralized, distributed environment (Roure et al., 2009f). It is an XML based protocol that consists of three
parts: an envelope that defines a framework for describing what is in a message and how to process it, a set of
encoding rules for expressing instances of application-defined datatypes, and a convention for representing
remote procedure calls and responses.

Results and discussion

Taverna 2.1 does not, by default, ‘know’ about a suitable activity to perform the functionality To add the
capability click ‘Activities’ and select ‘New Activities’ and then “‘WSDL... . Enter the location of the WSDL, in
this case ‘http://www.webservicex.com/globalweather.asmx?WSDL’ and click OK. After a while, the services
will become available in the Activity Pallete. If you choose to order by ‘type’ and ‘url’ then you can see the two
new services under WSDL and the location. To add the activity into the workflow, click on GetCitiesByCountry
and drag it into the Graphical Editor. The workflow needs to have an input, in this case the name of the country
to query. You can create a new workflow input by right clicking in a blank area of the Graphical Editor and
select Create New Input. This will then ask you for a name for the input, you can change this later but for now
use ‘country’. Click on ‘OK’ and you should see your new input appear in the Graphical Editor and Workflow
Explorer.Similarly, the workflow will need an output. Follow an equivalent process but this time clicking on
‘Create New Output’ and using the name ‘cities’ to create an output. Again, you should see the output appear in
the two windows. For many services, you can connect your inputs and outputs directly to the ports of the
activity. However, for WSDL services you may need to ‘split’ the XML used to hold the input and output values.
To do this, click on the activity GetCitiesByCountry in the Graphical Editor. A description of the activity will
appear in the WSDL Contextual View in the lower-left. Scroll down and click both ‘Add input XML splitter’
and ‘Add output XML splitter’, choosing ‘parameters’ in both cases. To link the input port click on ‘country’
and drag to the ‘GetCitiesByCountry_input’. A connection will appear in the Graphical Editor. If there had been
several ports that you could have connected to, then the selection would have been offered.To connect from the
‘GetCitiesByCountry_output’, right click on it and select ‘Link from output GetCitiesByCountryResult’ and drag
to ‘cities’. There are several other ways in which you could make the connections. You can now run the
workflow just as for a pre-existing workflow. Select ‘Run workflow’ from the File Menu. In the Run workflow
dialog, as there is only one input port, you can click ‘New string’. Double click ‘abcd’ and replace the string
‘abcd’ by your chosen country. After you have entered it, you can click ‘Launch workflow’. Taverna 2.1 will
switch to the Results Perspective. After the workflow has run (indicated by GetCitiesByCountry turning grey),
you will see a string similar to ‘t2:ref/testNamespace?test19’ appear in the lower left panel. This is the identifier
of the output result. If you click on this, you will see the output appear in the Rendered Result panel. Let a
simple task, where we have one input and one output. Using in bioinformatics and systembiology, we were
chosen service WSDL @ http://soap.genome.jp/KEGG.wsdl, and then - get_compounds_by_enzyme (Figure 1).
We must input in new value, for example, 1.1.1.1, that will take results, compounds C00001, C00003, and many
others, where 1.1.1.1 is enzyme for alcohol dehydrogenase; aldehyde reductase; ADH; alcohol dehydrogenase
(NAD); aliphatic alcohol dehydrogenase; ethanol dehydrogenase; NAD-dependent alcohol dehydrogenase;
NAD-specific aromatic alcohol dehydrogenase; NADH-alcohol dehydrogenase; and others. Either for homo
sapiens input enzyme 5.1.3.3 result compounds C00221 and C00267.

Positive and negative features of Taverna are summarized in table 1.
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. Workflow Outputs

compounds v

Figure 1. An example of compounds getting by enzyme, using Taverna 2.1 beta 2.

Table 1.
Positive and negative properties of Taverna 2.1 beta 2.
Taverna positive properties Taverna negative properties
1. Ease understandable interface and learnable 1. Slower software running
software. 2. Must to know specific of area, in which are

input data, for example, that enzyme is
1.1.1.1 in example of figure 1.

Conclusions

The workflow enabled a large volume of data to be processed systematically, leading to a new scientific result
which arose within part of the data that would have remained unexamined had the work been conducted
manually. This is preference of workflows. Taverna 2.1 beta 2 is software, that permit to project diagramms,
with which we can to connect to online database. If the diagramm is projected rightly, then output results will
quickly. Taverna has a simplicity of adoption. Also if Taverna return an error, we can these to consider and so to
correct. These are preferences of Taverna. Taverna has also faults: if something not correct in the diagramm
structure or with services longly must be waited without results and cycle. Through creating myExperiment we
are effectively conducting our own experiment: we are exploring whether communities of scientists will share to
the extent that they benefit from the network effects from a social web approach. Through doing this we are
gaining insights into the sharing behaviours of research communities across multiple domains. Uptake of the site
confirms that, in our initial domains, myExperiment is already bringing benefit to both individuals and
communities.
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HYDROGEOLOGICAL MODEL FOR THE PROSPECTIVE UNDERGROUND
TRANSPORT TUNNEL AREA IN RIGA , LATVIA
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Abstract

The publication is devoted to numerical modeling of groundwater regime changes that may happen during and
after building of the 7 km long and 50 metres deep underground transport tunnel in Riga. Two kinds of changes
are expected: the ones caused by the tunnel impermeable body and by harmful effects that may happen during its
construction. For example, the impact of open deep construction trenches. To estimate possible after effects
caused by the tunnel and the trenches, the hydrogeological model has been created. By comparing results
provided by the undisturbed (no tunnel) and disturbed models, the groundwater regime changes were found.
They contained the ones for the groundwater heads and flows, for hydraulic gradients, for the meteoric
infiltration. These changes were small and the tunnel itself should cause practically no disturbance of
groundwater regimes. By modeling possible versions of watertight walls for trenches, it was found out that deep
dry wrongly built trenches may cause considerable harm by lowering the groundwater table at their
surroundings.

Keywords: hydrogeological models, underground tunnel

Introduction

To develop the Riga city transport system, building of the underground tunnel is planned. The tunnel track
location (containing two parallel one way drives) is shown in Fig. 1. and Fig.2. The tunnel length is 7 km, the
maximal depth of its installation is 50 m, the diameter of the one-way drive is 15.4 metres. The distance between
the tunnel drives is 15.0 metres. It was necessary to estimate changes of groundwater regime that may be caused
by building of the tunnel. They contain the permanent change due to the tunnel body and the one caused by deep
construction trenches that must be used to build the tunnel.

IBM: .../TUNELIS.208/MOD_PIESAISTE_S8.SRF
6320000 L b =

% R € 15 N T

-

6319000

6318000

631700 z

6316000 P

6315000

6314000

6313000

[
Ik
=e
6312000+
=y
<
6311000 5
6310000 !
Y
v
el
6309000 s i P10 s o 2 ‘ - :
(A 3 [= A =\
Pt | 7 [T \ } e g
< = 7 =344, N}
3 reripi % = 5 KX { ; 5o \~: —.7"1“"\‘ 7 7
630800 =

s : / -

. , - =

500000 501000 502000 503000 504000 505000 506000 507000 508000 509000 510000 511000 512000 513000 514000
. )

Fig. 1. The model location map

60



Modelling and Simulation Technologies

A hydrogeological model (HM) has been built, to estimate the groundwater regime changes (Final report, 2008).
Location of HM is shown in Fig.1. The HM size is 3.5kmx8.0km. The plane approximation step 10.0 metres

enables to account for the tunnel dimensions.

Geology of the HM area is rather complex (Fig.2, Table 1). The area is bedded by the Devonian sandstone
aquifer D3gj2. It is covered by the sandstone aquifer D3am which partly ends within the area. The next aquifer
D3pl of dolomites exists only in the area southern part. These Devonian aquifers are separated from the
Quarternary aquifer by the moraine gQ. In surroundings of the Daugava river, the aquifer Q presents a chaotic
mixture of fine sand, sandy loam, clay and stones. Below the Daugava old valley, the area of coarse sand exists.

In Fig. 3, the cross section WE of the HM area is presented. On the section, four variants of tunnel road beds are
shown (Report, 2008). Only the version 1 (deep tunnel) is considered there, because its influence on the

groundwater regime is the largest one (Final report, 2008).
HM was created in the Groundwater Vistas environment (Environment Simulations, 2004).
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Hydrogeological model

As it follows from Fig. 3, in the Daugava river area, the tunnel bottom will nearly reach the D3gj2z aquitard (the
tunnel bottom lies 5.8 metres under the road bed) For this reason, the D3gj2 aquifer head distribution ¢p3., was
applied, as the HM boundary condition. Unfortunately, the current ¢p;3,, distribution is in process of rising, due
to after-effects of the former deep depression cone that will disappear there, approximately, after (5-7) years. In
HM, this expected future distribution ¢p3,, is applied, because the tunnel will exist for a long time.

Table 1
Model vertical schematisation
Nr. Name Plane code
1. Relief relh
2. Aeration zone aer
3. Quarternary (above tunnel) Ql
4. Quarternary (tunnel body) Q2
5. Quarternary (below tunnel) Q3
6. Quarternary (below old Daugava) Q4
7. Quarternary moraine gQ
8. Plavinu aquifer D3pl
9. Amata aquitard D3amz
10. Amata aquifer D3am
11. Gauja 2 aquitard D3gj2z
12. Gauja 2 aquifer D3gj2

To account for the tunnel geometry, the Q aquifer is divided into four parts (Table 1): above tunnel (Q;), tunnel
(Q»), below tunnel (Qs;), coarse sand layer (Qy). It is shown in Fig.4, how the parts Q;, Q,, Q3 are used, to
approximate the two tunnel drives.

In Table 2, parameters of permeability for the undisturbed HM (no tunnel) layers are given. For the tunnel body,
the constant permeability k=10"m day™ is applied.
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In HM, the layers relh, D3amz, D3gj2z, D3gj2 have constant thicknesses: 0.05, 0.05, 5.0, 2.0 [metres] ,
accordingly. To avoid the division by zero, the thicknesses m=0, occurring in nonexistent parts of discontinuous
layers, is changed to m=0.05 metres

The ground surface elevation map ¢, was used as the boundary condition, on the plane 1 of HM. Then the
model creates the infiltration flow g,., , through the aeration zone:

Gaer = ((orel - ¢Q ) 8aer = Auer 8aer (1)

where A, , g..r are the thickness and hydraulic conductivity of the aeration zone, accordingly. For nodes of
hydrographical network (Daugava, ditches, lakes), gen =100 g, (Table 2).
To calibrate the infiltration flow g,.,, the condition

Auer Z hcr (2)

is checked, and the following correction matrix C is obtained (4., = 4.5 metres is a threshold that prevents further
rise of q.,):

C=1.0 if Ager<4.5

Ci=45A,," if Aper>45. 3)
The matrix C is used as follows:

guer = C guer (4)

where the value ( g, ); at the i-th node, is multiplied by the correction coefficient C; < 1.0.
Table 2

Permeability of model layers
Aquifers (permeability k)

Nr. Plane code k [m day'l] Notes

1. relh 10.0 Boundary conditions ¢,

3.-5. | Qi-Qs 0.5 Weakly permeable

6. Qq 10.0 Coarse sand

8. D3pl 20.0 Connected to D3am plane

10. D3am 4.0 Simulates flow below gQ plane
12. D3gj2 3000 Boundary conditions @ps,;»

Aquitards (leakance km! )

Nr. Plane code k/m [day’l] Notes
2. aer 0.84 10 0.84 107 for hydrographical network
7. gQ 1.5107m " Depends on variable thickness m,o
. D3amz 16.7 Joining D3pl un D3am aquifers
11. D3gj2z 0.210" Constant value

In Fig.5, the computed head distribution ¢, of undisturbed HM is shown. This distribution accounts for
influence of the ground surface and of the hydrographical network, because the @, map is applied, as the
boundary condition (Final report, 2008).

In Fig. 6, the computed graphs of @.; , @ , @p3am » Pp3g2 are shown, along the cross section WR. At
surroundings of the Daugava river and at the Eastern part of the HM area, the ascending (discharge) and
discending (recharge) vertical flows are present, correspondingly.

In Table 3, the summary of the undisturbed HM flows is given. It follows from Table 3 that the total flow
through perimeter of the Q aquifer is small (-17.3 — 7.1 + 21.1)=-0.3[m’day™'], and the (D3pl + D3am) aquifer
gives the main perimeter inflow (243.8 m’day™). The total perimeter flow is 240.5 m’day ' and it is in balance
with the flows through the model top and bottom (243.5+850.8-1091.3=0), accordingly.

More information about other undisturbed HM features (hydraulic gradient of layers, infiltration, computed head
distributions @psam, @p3e2» HM geometry, etc.) can be found in (Final report, 2008).
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Table 3

Summary of undisturbed model flows [m’day ']

Model summary: 850.8(top)-1091.3(bottom)+240.5(perimetre)=0.0

Changes of groundwater regime

Plane codes Plane top Plane bottom Perimetre Total
aer 850.8 -850.8 0.0 0.0
Q1 850.8 -833.5 -17.3 0.0
Q2 833.5 -833.5 0.0 0.0
Q3 833.5 -826.4 -7.1 0.0
Q4 826.4 -847.5 21.1 0.0
2Q 847.5 -847.5 0.0 0.0
D3pl+D3am 847.5 -1091.3 243.8 0.0
D3gj2z 1091.3 -1091.3 0.0 0.0

total 240.5

To evaluate changes caused by the tunnel, results provided by two kinds of HM (undisturbed, disturbed) must be
compared. Disturbed HM contains the tunnel. It was found out that both HM must have identical geometries of
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surfaces used to approximate the tunnel (Final report, 2008). For disturbed HM, in locations of the two tunnel
drives, their permeability k,—10~m day”'. Before the tunnel is introduced, k, have the values of permeability
given by Table 2. Initially, the above rule of the HM geometry identity was ignored. However, it was found that
using of the different geometries caused unexpected side-effects. They considerably disturbed main results that
were obtained due to the tunnel influence.

It was necessary to evaluate changes of the following features: groundwater heads and flows; hydraulic
gradients, meteoric infiltration. It was found out that the head change Ag, for the Q aquifer was the maximal
one. For this reason, it is considered here. The change A, is computed as follows:

Ago = @o - Por Q)

where @, is the head distribution of the Q aquifer when the tunnel is introduced. In Fig. 7, Fig. 8 the graphs of
Agy are given for the tunnel surroundings. The graphs of Fig. 7 represent the change Agy, on the axis of the
tunnel track and on two lines located at the +55 metres distance from the axis. On the axis, Ag, reaches its
maximal values 0.14 metres and 0.08 metres, at locations of a ditch and a small pool, accordingly (see Fig. 5).
The two other graphs confirm an expected reaction of a groundwater flow when the tunnel body partially blocks
its way: the groundwater head rises and falls down before and after the obstacle, correspondingly. This
phenomenon is even more evidently confirmed by the graphs of Fig. 8 where the change Agy is shown along
orthogonal cross sections. The modelled changes Ag, are small, therefore, the underground tunnel influence on
the groundwater flow is insignificant. The report (Final report, 2008) provides more information about the
changes in the D3am aquifer and of the groundwater gradient change in the Q aquifer and of the meteoric
infiltration flow change. None of these changes are of practical importance.
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Impact of construction trenches

To build the tunnel, open dry construction trenches are necessary. To keep the trench dry, groundwater should be
pumped out from its bottom part. This causes lowering of a groundwater table in the trench surroundings. If this
drawdown exceeds an allowable limit then buildings and roads there will be damaged. The most harmful is the
trench at the Exporta street (Report, 2008). Its size is 400mx70m and its depth may reach 25 metres.
It is evident that a watertight wall should be used, to prevent damage caused by the trench. If no wall is applied
then the trench depression cone (see Fig. 9a) will harm buildings and roads at the distance (500-1000) metres.
Effectiveness of the watertight wall was estimated. Two wall parameters were accounted for:

e the leakance /,=k, h, o (k,,, h,, — permeability and thickness of a wall, accordingly); the values oo, 107,

10” were tried;

e the wall bottom location: Q,, gQ and D3gj2z layers were tried.
Parametres of the tested wall versions are given by Table 4. If the wall bottom is sited on the Qg4 layer (versions
1, 2) then even a perfect wall (1,=107) can only slightly decrease the drawdown d, caused by the trench
(d=22m—17m), because no wall can stop the groundwater inflow through the trench bottom sandy area
(Table 5).

Table 4
Parametres of construction trench wall
Version Nr. 1. 2. 3. 3a. 4, 4a.
Leakance 00 10” 10” 10° 10” 10°
Wall bottom Qq Q4 gQ gQ D3gj2z D3gj2z
" leakance — k,h,, '1 [day’l], k,,h,, wall permeability and thickness
Table 5

Flow summary [m’day™] of construction trench

Version Nr. Bottom Wall inflow | Pump out Total
inflow
1 2 3 (1+2) 1+2+3
1. -3835.5 -3802.5 7638.0 0.0
2. -5948.2 0.0 5948.2 0.0
3. -666.6 -4.9 671.5 0.0
3a. -745.1 -398.6 1143.7 0.0
4. -134.5 -5.1 139.6 0.0
4a. -305.1 -397.7 703.8 0.0
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If the wall bottom reaches the gQ aquitard (version 3, 3a), then the wall reduces the drawdown tenfold
(d=22.0m—2.2m) with respect to the no wall version 1.

In Fig. 9b, the drawdown graphs along the cross section NS are shown. It follows from these graphs that the wall
leakance lW<10'3 provides sufficient isolation of the trench, because further perfection of the wall (lw=10'3—>10'5)
gives a small effect (d=2.2m—1.6m). Unfortunately, the gQ aquitard is thin, at the trench area (see Fig. 3). For
tglis reason, this aquitard is no safe base for the wall bottom.

IBM: .. /TUNELIS.208/VISTA4/ BUVBEDRE/reiz(-1) bb_pj Q3 1v-head Q3..SRF

: ﬁbﬁ ~ A N ok
Q@ "X
g /
2 | 4 -
) ’
~ Ve )
T ~ 7 Clokurkaing 1.Mniia
£ ey ~ /
~ - . _
o - =
8 7/_ == T
b= N e 4:
2 g &
T
g £ \\
g ;,, \
503000 504000 505000 50605§/ [m] 507000 508000 509000 510000 511000
a) no watertight wall used
E
2.5
N
'
15 R
\
\ \
\
\
\
\ \
1 \ \
\
\
\
=~ \
N
0.5 N
\\ _ N
Sss \
‘} o~
‘~“\~~\ \\
Ripais o h___\;_k
° — - - I - -
) 200 400 600 800 1000 1200 1400 1600
05 [m]

— — 3version 3aversion ====A4aversion = - 4version

b) cross section NS; watertight wall applied

Fig. 9. Depression d, [m] caused by the construction trench

67



Modelling and Simulation Technologies

Only the D3gj2z aquitard may serve, as the reliable base for the wall bottom (versions 4, 4a). Then d,<0.72m
(lw=10'3 day'l) and if lw=10'5 day'l then the wall behaves as an impermeable obstacle  (d,=-0.2m). However, the
wall depth reaches 50 metres (see Fig. 3). Making of such a wall is the very complex engineering task.

In Table 5, the summary of trench flows is presented. To keep the trench dry, the pump-out flow must
compensate groundwater inflow through the trench bottom area and its wall. The wall considerably reduces the
groundwater discharge when the wall sits on an aquitard. The minimal and maximal discharges 139.6m’day”
and 1143.7m’day™" are for the versions 4 and 3a, accordingly. For the no wall case (version 1), 7638m” should be
pumped out each day.

It follows from the above results than making of open deep construction trenches is expected to be rather
difficult.

Results

The hydrogeological model has been created to estimate groundwater regime changes that may be caused by
building of the underground tunnel in Riga, Latvia. It has been found out that the tunnel itself will cause
insignificant changes. During the tunnel construction time, wrongly built deep trenches, at their surroundings,
may cause unacceptable lowering of a groundwater table.
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Abstract.

The article summarizes the experience during long years developing informative banking systems applying an
own developed method based on meta model and the tool ,, ISTechnology” (IST). The mentioned tool offers a
new CASE method for the development of an informative system in the conditions of varying requirements
without code generation — the project interpreting method. Mentioned method is compared to well known Model
Driven Architecture. The article describes meta model of IST and benefits of its usage such as easy system
development from high level business model - less system development time, easy to change system - less
maintenance time, automatic generation of system documentation, construction of system from pre built
components. All benefits analyze are based on experience gathered in developing over then four banking systems
what are used in real exploitation in different organizations in Latvia.

Keywords: Metamodel, MDA, Business model

Introduction

In 1995 the Latvian bank security inventory system was introduced. As it turned out, this system was
complicated and it was difficult to develop it as the business environment turned out to be not only obscure at the
beginning for the programmers, but also very variable - the users themselves had difficulties to define the
requirements, also the user business developed fast creating more and more new requirements for the system.
Already at the beginning it was anticipated that in the developed system it would be necessary to make changes
due to the above mentioned reasons. Therefore, it was decided to design and develop the system in a way that
the process of changing is maximally easy. In the result a tool of system designing and configuration was
produced that got a name “ISTehnology” (IST).
The system developed for the Bank of Latvia was successfully implemented and the project finished.
Development of similar systems started for other banks where similar problems were faced again - the variable
environment. Also in other later developed systems the IST was successfully applied.
The IST solution is based on metamodel. There is a metamodel database containing information about the
business model of the system and the IST is able to interpret this business model — to operate the system
accordingly. Through this solution it is easy to change the system — cardinal changes in the function of the
system can be achieved only by changing the business model data.
Developing systems with IST the general system requirements are described in the business model that is
interpreted, but the specific requirements are elaborated in a traditional way — an application is developed that
implements the requirement and this application by help of a plug-in mechanism adapts in the total system.
Continuous application of IST allows to make experience based evaluation of the method. The present article
summarizes the developed method and the benefits of its application. The first chapter describes the theoretical
principles of IST architecture viewed contemporarily - Model Driven Architecture. The second chapter describes
the Ist construction — the most essential IST components — metamodel design and its implementation. The third
chapter describes the benefits of application of the method:

e Saving of labour- intensity in the development phase of the system
Saving of labour- intensity in the maintenance phase of the system
Saving of labour- intensity in the development of documentation of the system
Reduced system migration to another development platform.

Related Work

When the IST technology was developed the idea of metamodel application was new and undigested. The idea to
create a tool that could make exactly the system maintenance easier was original at that time. Also the idea of
implementation of this tool was original — to store the functionality description of the system in the data base so
that the tool could interpret it ‘Iljins (2004)’. Other automated system development tools, for instance, the
specification language GRAPES developed in Latvia and its environment (Development Environment) GRADE
‘(Treimanis, 1992; Bicevskis, 1992)’ offered the design defining, prototyping, but in the implementation of the
system code generation was unavoidable. Similarly also the widely applied tools RATIONAL ROSE ‘Quatrani
(1999)’ and ORACLE Designer 2000 ‘Oracle (1995)’ etc. that became popular later could not do without code
generation.

69



Modelling and Simulation Technologies

At present architecture based on models and their transformations has become popular - Model Driven
Architecture (MDA). MDA is the software development frame developed by the enterprise Object Management
Group (OMG). Its most characteristic feature is the importance of the model software in the development
process ‘Kleppe (2003)’.
MDA consists of the following main modules:
1. Platform Independent Model (PIM)
This model has a very high abstraction level and it is completely independent on the development
technology. PNM is developed from the point of view of business requirements. It describes the system
design or business model. In this model it is not important in what programming language the system will
be developed or on what platform it will operate. It is not important how the system will operate but what
the system will perform.
2. Platform Specific Model (PSM)
The next step is PNM transformation into one or several platform specific models (PSM). PSM describes
one definite technology of system implementation. PSM contains specific terms of a specific platform, for
instance, in the context of PSM relation data base such terms as “table”, “column”, “scheme” etc. are
included. Only those designers who have knowledge on the corresponding platform understand the PSM
construction. Every PNM can be transformed to one or several PSM, that is, for every specific technology
platform.
3. Code
The last MDA in the cycle of development is in the code of every PSM transformation. So, as PSM is
very close to the corresponding technology, transformation is relatively simple.
So, MDA defines PIM, PSM, the code and how they all will mutually operate. Developing a system PNM should
be developed first, then transformed to one or several PSM that, in turn, is transformed in the code. The most
complicated step in the process of MDA development is transformation of PNM to PSM. The description of
MDA shows that transformation of the system description from one model to other and code generation have
become unavoidable steps in the development of automated systems.
Although the IST technology historically has developed independently of MDA, its operating principles can be
found in this architecture. ITS is developed PIM (called also IST metamodel) that describes the system operation
on the highest business level. The models of lower level (PSM and code) are included in IST tools that are
developed for definite environment. The IST tools can interpret PIM in a definite platform ensuring the system
operation in actual exploitation. The IST tools include the specific model descriptions of the platform and PIM
transformations to them. It can be considered that IST is developed in accordance to MDA, nevertheless there
are differences. Provided that MDA code generation is an integral component, IST can do without it. If MDA
PIM is transformed to PSM, IST PIM is interpreted and PSM is included in the interpreter.

Description of ISTechnology metamodel and implementation

IST model in the MDA context serves as PIM. It consists of several modules that all together describe the
functionality of the system on the business level. Interpreting the functionality described in IST metamodel
system operation takes place in actual exploitation. This chapter will describe some of the most important IST
metamodel modules and explain how they are interpreted. As IST practical application is mainly in banking
systems, banking terms will be used in the examples.

Work place module
The work place module is the central IST module that describes the system core and basic user interface. Figure
1 shows the model design of work place module objects in Object-Oriented Design notation ‘Ruabaugh (1991)’.

Work Place
. O
is connected with provides provides is allowed to
is sent to
Message [ ] [ ]
| Message | L L
is related too . .
is connected in context in context has been can use
is connected with with of of applied
View Operation Employee

Figure 1 Work place module
In the work place model the Work Place is defined that determines the rights of the employees and the working
environment in the system. In relation to Work Place Employees are defined who can login to it.
In relation to Work Place also Views are defined. The ternary link between the work place and views allows for
development of a hierarchic view structure within the work place. Every view contains definite objects selected
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from the data base. The sub-views subject to the view contain objects for which the objects within the views of
higher levels serve as the selection criteria parameters.
Operations that can be done with a definite object within the view can be connected to the view within the work
place. Disarranging the operation an application outside IST is created that receives the selected object in the
view as a parameter.
Work places are defined according to the descriptions of employee posts that have the rights to work with the
system. In the currency operation system the most typical work places are

e Dealer work place — where transactions are necessary

e FX/MM Back Office Work Place — transaction processing views and operations are concentrated.
Work place implementation is shown in Figure 2, it shows the main window of the IST system work place.
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Figure 2 IST work place main window (Back Office work place)(the example is authentic taken from a banking
system in the Latvian language)
On the left side of the main window the hierarchic structure of the work place views is depicted (Figure 2). The
view shown in the example “Currency of the deals” (org. “Darfjumu valiita”) contains the descriptions of
currencies. The view definition includes the request to data base (SQL SELECT statement) that returns all
currencies defined in the data base. The view “Currency of the deals” has a sub-view “Deals” (org. “DarTjumi”)
that contains the concluded transactions in the selected currency. The definition of the view “Deals” includes the
data base request (SQL SELECT statement) that returns the deals the currency of which is shown in the
parameters. The parameter value is determined from the selected object in one level up view (currency).
In the right upper part of the window (Figure 2) operations that can be done with the object selected in the view
tree are shown. Selecting the transaction in the view it can be edited or processed as necessary. Double click the
operation the “exe module” is called that receives the selected object as a parameter and carries out
corresponding operations with it.
In the right lower part of the main window the Messages defined to the work place are depicted. The definition
of every message contains the data base request (SQL SELECT statement), if the statement returns an empty
data set the statement is rejected, if data set is not empty, it is displayed. The list of the messages regenerates
automatically after a definite interval of time. The messages make it possible to follow the changes in the data
base that are made by the other user. For instance, if the dealer in the dealer work place has made a deal, in the
Back Office work place a message appears that the deal should be processed.

Process Module

The Process Module allows to define the scenarios of state transitions for a class of the data base objects. The
object that is processed according to the state transition scenario is in a definite position. During the processing
the state can be changed. The Process module saves the history of state changes. In the above mentioned view
tree it is possible to define the views that depict the objects in a definite state. Operations are subject to the
views. As an object can be in a state only in the defined order there is a possibility to define the order how the
object will appear in the views and with this in what order it is possible to carry out operations with the object.
This way the Process module defines the sequence of processing for the data base objects.
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Figure 3 shows the design of the Process module object model in the Object-Oriented Design notation
‘Ruabaugh (1991)’.

Process ow Process Type
now resides in | | was resided begins with consists of
now characterizes| | describes is the first for is part of
has  describes
State (O State Type
’ : transition was made by
follows behind resides was made transition to follows behind resides
Employee

Figure 3 Workflow module

In the implementation in the banking currency operation system several state transition scenarios were defined
for deal processing. Some scenarios are applied depending on the risk factor of the deal and the type of deal.
Some of the most typical deal processing scenarios:

e Risk currency exchange deal processing

e Non-risk currency exchange deal processing

e Processing of invested deposits

e Processing of loan deposits
Figure 4 shows one of the most typical state transition scenarios — a risk currency exchange deal processing

scenario in a diagram.
Confirmable Controlable

Completed

Figure 4. Example of state transition diagram

Reports Module

The Reports module allows to define the most part of the necessary reports that have to be printed by the
banking system. The Reports module contains descriptions how the content of the report as well as the design is
to be made. It is possible to describe in the Report module that:

. the report is divided in blocks, every block can have its own design and content. The block is
described by the Report module class ‘Info set’. The block definition contains the demand to the data
base that determines the content of the block

. the report can contain tables for which the number of rows is determined by the amount of the selected
data. For every column of the table different number of design style can be defined. It is possible not
to select the column value from the data base but to calculate by help of formulae from the values of
other columns. Often the total sums of the selected numerical values are calculated. The table column
is described by the Report module class ‘Info unit’.
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Report describes Text style
consists of describes
contains has has
Info set consists — o Info unit
contains

Figure 5 Reports module
Application that according to the report definition given in the Report module can develop a report in Rich Text
format that can be opened and printed by the text redactor Microsoft Word is included in IST implementation.

The described ones are not the only ones but the most essential IST metamodel modules. Besides the described
ones also the following modules can be mentioned

. Observation module — ensures logging of changes of data in the data base.
. Object module — develops the description of the data base that is used in system prototyping.
. Organization module — forms the descriptions of organizations necessary for business and descriptions

of their structural units.
All IST metamodel modules together form the business model of the developed system ‘(Treimanis, 1997; Iljins,
2008)’.

Assessment of the method

Experience of IST application

The existence of IST has proved a typical advantage of MDA — transformations from PIM to PSM can be
repeated in several systems. By IST different systems have been developed that are introduced in several banks
in Latvia. Introducing every next system only the system business description coded in PIM as well as the
specific applications that perform the specific business functions of every system are changed. Some of the
newest IST applications that are applied in real exploitation:

Table 1

IST applications
Bank System Year of app
SEB (at that time Latvijas Unibanka) VOIS - currency operation informative system | 1996
The open-ended pension fund ‘SEB atklatais | Pension fund registration system 2000
pensiju fonds’ (at that time ‘Unipensija’)
SEB (at that time Latvijas Unibanka) VUS — security registration system 2002
SEB Wealth Management (at that time | Finance governor registration system 2004
“Unifondi”)
AS ‘NORVIK ieguldijumu parvaldes sabiedriba’ | Finance governor registration system 2007
Regionala investiciju banka, joint stock company | VUS — security registration system 2008
State JSC ‘Mortgage and Land bank of Latvia’ Finance governor registration system 2009
State JSC ‘Mortgage and Land bank of Latvia’ VUS — security registration system 2009

Application of software components in ISTechnology and labour-intensity of system supplementation

A system developed by IST consists of the main module — central component of the system that ensures
connection of the user to the system and work at the chosen work place (Figure 2). This component is equal in
all developed systems. Besides the main module the system contains also a lot of specific applications that
ensure the business functions of a definite system and that are called by the operations chosen by the user in the
main module. Among the specific applications there are such that can be configured for a definite application
and used in different systems and in different contexts. Such applications are called system components.
Components of the system are already ready and there is no need to develop them anew. The most typical
operations that are carried out with the components:

. Object position change in accordance with the position transition scenario defined by the IST Process
module,

. Registration of the simplest objects in the database and erasing from it,

. Determination of the simplest links between objects,

. Development of reports according to the report description defined in the IST Report module.

Repeated application of the components saves the labour-intensity of the system development. With more than
ten years long experience of IST application guidelines evaluating the labour intensity have developed for new
system supplementations. The guidelines are based on expert-judgment-based software effort estimation where
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the experience of before implemented applications is used ‘Jorgensen (2005)’. Demands for development of new
functions can be divided:

. the new system function can be implemented only through changes in the IST metamodel data, the
work place views should be re-configured and new operations introduced that will call the
components that have been developed before

. in order to implement the new function a new specific application has to be developed.

The expert decision determines that for development of the functions of the first kind approximately three times
less labour-intensity is needed than for the new functions of the second kind.

The proportion of component application and configuration in the development of the whole system was
evaluated. For this purpose the number of the developed specific applications was compared to the number of
repeatedly used components in two different systems that are developed with IST — VOIS and in the system of
the Pension Fund. All applications that the system consists of are divided in four categories

. IST applications — IST technology functional shell applications ensuring its operation as well as
business module input and configuration of the system.

. Configured components — repeatedly used, configured applications that are applied in many IST
formed systems and for different business assignments.

. Reports — components for preparation of reports.

. Specific applications — applications developed especially for a definite system for implementation of

specific business requirements.
Figure 6 shows the proportion of the applied applications in these categories in the Pension Fund system.
Analogically Figure 7 shows the proportion of modules according to their application in the VOIS system.

@ Specific applications (71%)

Configured components (5%)
@ IST applications (23%)
@ Reports (1%)

Figure 6 Proportion of applications according to the number in categories in the Pension Fund system

@ Specific applications (85%)

Configured components (5%)
@ IST applications (10%)
@® Reports (0%)

Figure 7 Proportion of applications according to the number in categories in the VOIS system
Considering the IST work place configuration it can be concluded how many times each application is used in
the system. The next figures (Figure 8 and Figure 9) show the proportion of operations in the categories of called
applications. Figure 8 shows the proportion of the number of operations according to what category application
is called in the Pension Fund system. Analogically Figure 9 shows the proportion of the number of operations in
the VOIS system.
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@ Specific applications (38%)

Configured components (18%)
@ IST applications (14%)
@® Reports (30%)

Figure 8 Proportion of application usage in the Pension Fund system

@ Specific applications (57 %)

Configured components (19%)
@ IST applications (8%)
@® Reports (16%)

Figure 9 Proportion of application usage in the VOIS system
The Pension Fund system is simpler, the number of applications in it is less and due to this the components have
managed to implement even more than a half of the assignments of the system. Nevertheless, also in the large
and complicated VOIS system almost a half (in total 43%) of business assignments were implemented by help of
configuration so saving the development time.

System migration to another platform

IST applications are used in actual exploitation already for more than ten years. During this period of time IST
and system development platforms developed by it have become out-dated, new ones have appeared instead of
them. The first IST versions were developed in Centura SQLWindows environment using the version 1.1., later
the version 1.5. Today none of these versions is maintained. Therefore, a decision was taken to migrate the IST
code from Centura SQLWindows to the up-dated Microsoft .NET. Actually such migration meant to write the
IST code once more in another programming language. At the same time IST architecture gave an essential
contribution and advantages in system migration:

. IST is common for several systems that need migration. Migrating several systems it was necessary to
rewrite the IST code only once.
. Systems developed with IST have modular structure. The system consists of many small applications.

Due to this it was possible to do the system migration in parts. In the transition stage both platforms
can be applied simultaneously. A part of applications is working in the new environment, a part — in
the old.

. As the IST components in systems are used repeatedly in different contexts rewriting one component,
several business functions are transferred in the new platform. For instance, in the VOIS system
rewriting 15% of the system applications in the new platform already 43% of the system are operated.

. IST metamodel forms platforms independent of the system functionality description. Transferring to
another platform the platform specific metamodel interpreter the model itself and the system
functionality description saved in it had not to be changed at all.

Analysis of the number of change requests and labour-intensity of maintenance

Let us discuss the history of the VOIS system change request implementation. Since September, 2003 579
change requests were implemented. The listed change requests were analyzed according to what was changed on
account of the request:

. IST applications — corrected or supplemented ISTechnology functional shell applications that ensure
its operation as well as the input of the business model or system configuration.
. Configuration components — reconfigured frequently applied components or added new operation that

uses the already existing component. In other words, the change demand is implemented introducing
the changes in the business model.

. Reports — reconfigured existing reports or new ones added.

. Specific applications — corrected specific applications developed for a definite system — changed
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algorithm, the application program code.

. Changes in the data — in the result of the change request changes in the system have not been
necessary. Instead the data of the data base have been corrected or even it has been enough with
consultation on the system application for the final users.

Figure 10 shows the proportion of the number of change requests in the mentioned categories.

@ Specific applications (62%)

@ IST applications (3%) 3% 16% 7%
Configured components (12%)

@ Reports (16%)

@ Changes in data (7%)

Figure 10 Total number of change requests
In turn, Figure 11 shows the proportion of the consumed time for the implemented change requests in the above
mentioned categories.

@ Specific applications (70%) 29%

@ IST applications (2%)
Configured components (6%)

@ Reports (18%)

@ Changes in data (4%)

18% 4%

Figure 11 Total time consumed for change requests
The diagrams show that there are less business model changes than specific requirement changes, including
correction of errors in implementation of the specific requirements. Nevertheless, for implementation of changes
in the business model approximately two times less time is consumed than for implementation of changes in
implementation of the specific requirements (12% of change requests consumes 6% of time).

Generation of documentation

Evidently, with the developed system also the system documentation is to be developed. It is usually a time
consuming work. IST architecture allowed to automate also this process. The functionality of the system
developed with IST is described in the metamodel data base. Using a method characteristic for MDA —
transforming the system description from the IST metamodel to the metamodel describing documents a system
describing document is obtained. For instance, the system user guide describes the functionality of the system.
But the functionality is described in the IST metamodel work place module (Figure 1). The document is
described by the IST metamodel Reports module (Figure 5). Defining a report in the Report module on how the
document should look like and how its data can be obtained from the Work place module transformations were
defined that obtain the system user’s guide.

Generation of documentation is one of the IST development projects being implemented at present. Presently the
documentation generator is in the testing phase, soon it will be introduced in actual exploitation. During its
development different technical problems were faced, also the ITS report formation component had to be
supplemented. An additional tool was developed that could form the system window screen images and insert
them in the report.

Several documents were developed by a similar method — the most part of the necessary system documentation:

. User’s guide
. Data base design description
. List of installed units.

Traditionally it is considered that it is ‘uneasy’ to read computerized documentation. Though, resources for
development of documentation are essentially saved as well as the developed documentation precisely
corresponds to the actual functionality of the system. Working at the comments of the concepts described in the
IST metamodel from which the texts included in the documentation are formed more carefully, it will be
possible to develop readable system descriptions with small consumption of resources.
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It is prognosticated that after introduction of the documentation generator for restoration of the user’s guide
approximately 87% of the consumed time resources will be saved (Figure 12).

0% 17% 33% 50% 67% 83% 100%

Manualy (100%)

Generator (13%) -

Figure 12 Time consumed for development of the user’s guide

Conclusions

The article describes the informative system development method and the tools for its support ISTechnology.
The method has proved to be viable as several informative systems that are applied in actual exploitation already
for more than ten years have been developed with it. Although IST could be used in the development and
application of any informative system it has proved its advantages exactly in the banking sphere where the
introduced systems have the following characteristics:

. the systems are small but complicated

. user requirements are often changing

. user requirements are often indistinctly formulated

. applying the existing functions simultaneously new functions are developed.

Development of the IST system is based on metamodel. The business model of the system is developed in
accordance with the metamodel. The IST tools interpret the developed model ensuring the operation of the
system in actual exploitation.

Analyzing continued experience of IST application the benefits of the system application were evaluated. The
main of them:

. The system has a modular structure. New functions can be easily added. The system can be developed
and introduced gradually in separate modules.
. The IST tools and several software components can be used repeatedly in several systems. Due to this

many requirements in the development of the system can be implemented only with changes in the
system business model. In such cases the labour-intensity is saved approximately three times. In total,
this way approximately 25-45% of the system functionality can be implemented.

. In the system maintenance phase from the users less reports on errors are received on the potentialities
of the system implemented in the business model than on those that are implemented in the specific
applications of the system. The processing time of the business model error reports is approximately
two times less than for the specific applications.

. Repeatedly applied components facilitate transfer of the system to another development platform.

. The system functionality described in the metamodel allows for automated development of the system
documentation. It has been planned to save up to 87% of the time necessary for writing of
documentation.

The observed benefits of the application of the method create a stimulus for further development of the method.
The documentation generator was developed recently, soon it will be introduced in actual exploitation. At
present the IST self-testing component is in the development stage; it will ensure storage of the test examples
and performance of regressive tests for the new versions of IST specific applications ‘Diebelis (2009)’.

It would be necessary to develop also the repeatedly applied software components for making it possible to
implement the largest part of the system only through configuration of the system business model thus saving the
above mentioned resources.
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Abstract

Interactive Multiobjective procedure represents interactive process where Decision Maker (DM) gives for
interactive multiobjective optimization method a preference information about optimization criteria and search
process continue from one solution toward to another until DM will be satisfied with obtained solution(s). Then
testing and comparing interactive optimization methods we need to replace real DM with his model to exclude
the factor of preconception and obtain more clean results. Exists two ways of comparing optimization methods:
in mathematical way and in human way. This work introduce the mathematical type of methods comparison. The
model of DM is designed as optimization problem for multiobjective optimization genetic algorithm (MOGA).
Key words: multiobjective optimization, MOGA algorithm, decision making, interactive optimization methods.
Introduction

After designing a new optimization method or for comparing optimization methods we need to use different
approaches for testing or comparing optimization methods/algorithms. An approach depends of optimization
method(s) which we need to test or to compare. Usually the approaches are divided into two classes: human-
oriented and mathematical. First class is used for a posteriori and interactive optimization methods, because
human partly or fully influence the optimization process. Second- only for a priori methods, where human only
define optimization problem and then method try to solve it. Human in the two classes is Decision Maker (DM),
sometimes (in the second class) human is only analyst Miettinen (1999).

This work introduce to testing interactive multiobjective optimization methods using mathematical approach
by using multiobjective genetic algorithm (MOGA) introduced in (Fonseca and Fleming, 1995). All figures in
the paper are created by author. The form of multiobjective optimization problem is Miettinen (1999):

minimize {f, (x), £ (), ... f ()]
gmix) =0,
M hix) =0,

subject ta x E 5,

where k(= 2}, objective functions fi: " — R. We denote the objective vector fi{x} = {f (vl £ 0x). .. £ Gk
The variable vectors ¥ = {x,,%,..... ¥, belongs to the feasible region (set) S formed by inequality and equality
constraints g., {x} and fy(x.

In the methods of interactive multiobjective optimization, DM plays the main role in the optimization
process. Because in every iteration DM define preference representation information or preference information.
The optimization process starts from initial solution in Pareto set and continue until DM stops the process (see
Fig.1). Decision maker can define weights, marginal rates, € - constraints and etc., or use one of the
lexicographical forms.

’
| Optimization 1 Initial solution
] n
| method : xt - -
\

Fo
! ) data, charts
G o =
: . . | Charts and
' preference information | data storage
! v g
Optimization Optimization W
problem method J FirE
—————— run once

Figure 1. Interactive optimization procedure
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In testing or comparing an interactive optimization methods arise one typical situation: the DM adapts to the
testing optimization problems and use previously acquired experience (Zujevs and Eiduks, 2008). This impact
reduce reliability of experiment's data. This kind of problem can be solved into two ways: 1) every human DM
solves optimization problem at once; 2) using a model of DM or value function. In the first way we need invite
into experiment large count of decision makers (up to 20), sometimes it is not possible. For example: (Benayoun
and etc, 1971) was used 98 decision makers to test CONTEX optimization method; Wallenius (1975) was used
36 students as decision makers to compare GDF, STEM and Trial-And-Error methods; in Buchanan (1994)
work was used 24 decision makers to compare SIMOLP, GUESS and Tchebycheff method; in (Corner and
Buchanan, 1997) work was used 84 decision makers to compare ZW, GUESS and SMART methods. In the
second way/approach instead of human DM bring into use value function. For example: in (Mote and etc., 1988)
work was used nonlinear value function for compare GDF, STEM and SWT methods: in (Reeves and Gonzalez,
1989) work was used linear and nonlinear value function to compare Tchebysheff and SIMOLP methods; the
work (Aksoy and etc., 1996) authors are used value function together with human DM.

Comparison or testing's criteria are depends of way of testing (human DM or value function). In human-oriented

experiments usually use the following criteria (adapted from (Ringuest and Downing, 1997)): 1) DM satisfaction
of last obtained solution; 2) easy of 'handling'; 3) simple to understanding; 4) support of decision making; 5)
iteration count; 6) spent time; 7) preference information impact of obtained solutions. In the experiments with
value function usually use criteria/metrics: 1) iteration count; 2) spent time; 3) Euclidian distance to goal
solution; 4) general distance; 5) spacing; 6) overall nondominated vector generation metric and etc. The last
three metrics usually used in testing of the evolutionary algorithms Veldhuizen (1999).

Author of paper suggest to use model of Decision Maker instead of value function. Paper describe the
environment (testing ground) for testing interactive multiobjective optimization methods.

Methods and algorithms

For convenient testing of optimization methods it is necessary to use the special environment or testing ground,
which consist of the following units: execution unit, decision maker unit, parameters definition unit, database of
results, graphic unit, testing problems unit, optimization methods unit, statistics unit and metrics unit (see Fig.2.)

Parameter definition unit sets all necessary parameters and constraints for experiment(s). Then execution unit
perform method(s) testing on specified problem(s) using model of decision maker. During experiment execution
unit saves metric's data into the database (DB). DM unit decide to continue optimization process or to stop it
and provide preference information for optimization method(s). Graphic unit helps to understand and visualize
experiment data for future analysis. Statistics unit provide statistical analysis of experiment's data.

Statistics Graphics
model model

Metrics Execqtion < > DM model
model unit unit

A

A 4

Optimization ( Testin ) Parameter
methods bl g definition
unit pro .em unit
unit

Figure 2. Conceptual scheme of testing ground

Model of Decision Maker is defined as multiobjective optimization problem of two objectives: Euclidean
distance to goal solution f{x}"", correctness of preference information for conditions of method definition. The
problem mathematical definition is:

minimize {f P, x L £ (P x )}

subjecttoa PES, v,

where f. are the functions of two arguments: first- DM preference information, second- i-iteration solution of

optimization process for initial solution x; = x"; P- the preference information of interactive optimization
method, P belongs to the %, - preference information feasible region (set). In (2) definition x; is constant and P
is problem variable.
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Function f; {P.x) is defined as Euclidean distance from solution F;(x;) to F; (*¢oq1)> Where Fr is a testing
problem function vector Fr (x} = [ff (x}, fF(x). ... fi(x)] and - means for clarity the function of testing
problem. Function £ (P, is defined as penalty function based on difference between correctly defined
preference information and P. For example for Weighted-Sum method sum of weights need be equal to 1, but if
sum(P) =1, then f{P.x;) =1 —sum(F). The second function definition is depended from interactive
optimization algorithm that we need to test or compare.

Minimizing (2) author imply that optimization processing for one of the optimization algorithms and one of the
testing problems.

Optimization problem (2) can be solved by binary-coded multiobjective optimization genetic algorithms
(MOGA) which is more preferable instead of classic optimization methods. For more information of MOGA we
can find in (Binh, 1999, Deb 2004) works. MOGA algorithm belongs to the class of evolutionary algorithms and
partially inherits their characteristics:

Evolutionary algorithms are stochastic.

Evolutionary algorithms cannot guarantee that obtained solutions belongs to the theoretical Pareto
set.

Good possibilities of parallel execution.

Evolutionary algorithms can obtain Pareto set trade-off.

Optimization time can be limited by generation count or by other parameters.

After optimization DM can choose more preferred solution from solutions set.

Evolutionary algorithms are not depend from criteria derivates.

Modeling decision maker by using evolutionary algorithms we need more critically looking on 1. and 6. previous
points. First one is more critical than sixth, because stochastic characteristic negatively impact decision making
process. This work introduce why it is possible in decision making, this will be discussed in depth later.

Model of Decision Maker (DMD) is described below. At each iteration the DMD receive from the execution unit
a current iteration variable X,values of testing problem Fz, the values of F; for all previous and the current
iteration i as list and receive goal's values of Fr(X™).

o =

Nk w

INPUT: X, Frmsrory(X), Fr(X")

Fr(X"™), Fr(X.), Frustorv(X;) E X..

\ 4 ;
Checking STOP continue ( . Testing problem
criteria Transformation E oy

Optimization MOGA
problem (2) I parameters

Choosing
the best
compromise
solution

A

MOGA algorithm

[N J

STOP OUTPUT: P-preference information

Figure 3. Model of Decision Maker

Before DMD will find a preference information for current iteration-i, DMD perform checking for stop criteria.
There are two types of stop criteria: stop if optimization process converge to the goal solution very slowly or
stays on same level (Fig.4.), stop if optimization process move away from the goal solution (Fig.5).

81



Modelling and Simulation Technologies

Euclidean distance from current solution to the goal Euclidean distance from the current solution to the goal
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[H] [H]
Q Q
S 14] 316
i i
A a
1.3¢1 1.5
— —— g 1.4
1 2 3 4 5 6 7 &8 ' 1.2 3 4 5 6 7 8
generation numberiteration generation number/iteration
Figure 4. Optimization process converge very slowly Figure 5. Optimization process move away from the
to the goal solution goal solution

Model of Decision Maker (MDM) will choose one solution from the last generation solutions set (Fig.6). It is
possible to choose the best compromise solution using minimal ranking and penalty function values or the
maximal solution's copy count which evaluates MOGA selection operator. MOGA algorithm for each generation
after evaluation of objectives, ranking solutions by using dominance principle Ehrgott (2000). If the rank value
of solution is less then solution is better. Rank value shows how many solutions dominate current solution, the
minimal value of rank is 1. At first we can find solutions with same minimal rank (L1 list) and then find in them
solution for which penalty function value is equal to zero (L2 list). If such solutions not found in L1, then find
solutions in L1 with solution's maximal copy count.

Start ]] T s
/ Solutions AN
¢ \ population ,'l
e G N L
Minimal rank ]4/ e - -7
Ry, G
v Find solution
. from L2 with
Create' list L'l of solution's max P
solutions with Stop
copy count
rank=R,,
N P
L1,G Tno
A 4
Crea}te list L2 of Find solution
solutions from L1 L1, L2 yes

from L1 with
minimal penalty
function value

where solutions's
penalty function
value qual to 0

Figure 6. Solution choosing algorithm from population solutions

Experiment design include three testing problems defined and described in Table 1 (red line is the Pareto set).
Also experiment design include interactive optimization methods: Interactive Surrogate Worth Trade-Off
(ISWT) method described in (Chankong and Haimes, 1983), Geoffrion-Dyer-Freinberg (GDF) method
introduced in (Geofrrion and etc.,1972) and author's modified Weighted Sum (WSUM) method for interactive
use based on weighted method described in Zadeh (1963).
The conditions of experiments are:

e Repeat three times testing of each method with each of testing problem;
Preference information will be noised with 0% and 25% noise level;
Maximal iteration count is 12;
Measure: iteration count, Euclidean distance to the goal solution, correctness of preference
information and general distance from theoretical Pareto set.
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Parameters for MOGA algorithm are: Share value=0.42 used from Deb (2004), population size=70, generations
count=30; probability of mutations=23.80% used from Deb (2004), MOGA type is binary- coded. Methods
preference information is binary-coded (weights for WSUM method, e-constraints for ISWT and marginal rates
for GDF method). Tolerance for the goal of HANNE problem is 0.1, of BINHI problem is 0.3 and for
FONSEC1 is 0.01.

Testing ground was implemented in MATLAB 2008b with optimization toolbox.

Table 1. Definitions of testing problems
Problem name Objectives value space and

and type Objectives theoretical Pareto set
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Results of experiments

After running the experiments for HANNE problem with preference information noise 0% , the goal solution
was obtained by ISWT and WSUM method, but GDF method was stopped optimization on the 8-th and 10-th
iteration for 2 repeats from 3 (Fig.7). Experiments for HANNE problem with preference information noise 25%,
the goal solution was obtained by only WSUM method, but GDF and ISWT methods was not obtained goal
solution and finished on 12 iteration (Fig.8).

After running the experiments for BINH1 problem with preference information noise 0% the goal solution was
obtained only in experiment repeat 3 by GDF and ISWT algorithms (Fig.9). Experiments for BINH1 problem
with preference information noise 25% the goal solution was not obtained by any of optimization methods
(Fig.10).

After running the experiments for FONSECAI1 problem with preference information noise 0%, the goal solution
for all repeats was obtained only by ISWT method (Fig.11). Experiments for FONSECA1 problem with
preference information noise 25% the goal solution was not obtained by all methods (Fig. 12).
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Figure 13 shows one of the experiment data graphics, where green circles are solutions of preference
information, red circle is the choice of P solution by MDM, variables x; and x, are marginal rates and X; is step.
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with 25% level of noise
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Figure 13. Graphical results of testing the GDF method
Conclusions

Introduced approach of testing or comparing interactive multiobjective optimization methods have stochastic
character. When we use evolutionary algorithms, we need to repeat it's running more times and then choose the
best result. For decision making it is a problem, because in many cases we need to describe how decision was
obtained, that factors was impacted the decision. On the other hand many real problems are stochastic and not
fully determined. Evolutionary algorithms gives new possibilities to study and analyses many real problems, one
of them- testing an interactive optimization methods using model of decision maker. For this reason we does not
need to using large number of decision makers. Evolutionary approach can describe and show how interactive
algorithms responds on preference information changes and how they are sensitive for correctness of the
preference information. The evolutionary algorithms provide more useful type of coding and representing a
structure and values of reference information. This feature of them gives power of search process.

The experiment's results shows that tested algorithms sometimes be held up on one of the solutions and
preference information changes cannot impact optimization progress. Sometimes this happens when preference
information wrongly defined and interactive optimization algorithm obtain solution which does not belong to
Pareto set.

When we use only deterministic model of decision maker, then we need to prepare a complex decision making
strategy to give rationality of model. If we using very simple strategy of decision making than comparing
process require large number of iterations up to 20.

Aim of this work only to introduce to the comparing and testing interactive optimization methods by using
model of decision maker.
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Abstract

The increasing demand for location-based services inside buildings has made indoor positioning a significant
research topic. This study deals with indoor positioning using the Wireless Ethernet IEEE 802.11 (Wi-Fi)
standard that has a distinct advantage of low cost over other indoor wireless technologies. Most of the proposed
Wi-Fi indoor positioning systems use either proximity detection via radio signal propagation models or location
fingerprinting techniques, the latter being usually more accurate. The aim of this study is to examine several
aspects of Wi-Fi location fingerprinting based indoor positioning that could enhance the positioning accuracy,
without demanding a larger radio map with additional signal strength measurements in more locations, namely
making use of weakly-sensed access points, making use of the different available Wi-Fi frequency bands, using
device’s orientation information provided by a built-in digital compass, and augmenting the radio map using
Locally Weighted Regression.

Keywords: indoor positioning, location fingerprinting, Wi-Fi, IEEE 802.11, WLAN, wireless network

Introduction

The increasing demand for location-based services inside buildings has made indoor positioning a significant
research topic. The applications of indoor positioning are many, for instance, indoor navigation for people or
robots, inventory tracking, locating patients in a hospital, guiding blind people, tracking small children or elderly
individuals, location-based advertising, ambient intelligence etc.

Although the Global Positioning System is the most popular outdoor positioning system, its signals are easily
blocked by most construction materials making it useless for indoor positioning. This study deals with indoor
positioning using the Wireless Ethernet IEEE 802.11 (Wi-Fi) standard that has a distinct advantage of low cost
over other indoor wireless technologies — it has relatively cheap equipment and in many areas usually a Wi-Fi
network already exists as a part of the communication infrastructure avoiding expensive and time-consuming
infrastructure deployment.

Although Wi-Fi has not been designed for positioning, its radio signals can be used for location estimation by
exploiting the Received Signal Strength (RSS) values measured in any off-the-shelf mobile device equipped with
Wi-Fi facilities — and no additional special-purpose hardware is required. Such a positioning system can be
relatively easily implemented for notebook computers, Personal Digital Assistants, smartphones, and other Wi-Fi
enabled mobile devices.

Most of the proposed Wi-Fi indoor positioning systems use either proximity detection via radio signal
propagation models (Thomas and Ros, 2005; Widyawan et al., 2007; Yim et al., 2010) or location fingerprinting
techniques (Badawy and Hasan, 2007; Brunato and Battiti, 2005; Ferris et al., 2006; Honkavirta et al., 2009;
Hossain et al., 2007; Liao and 